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STABLE ISOTOPE GEOCHEMISTRY OF MASSIVE ICE

ABSTRACT. The paper summarises stable-isotope research on massive ice in the Russian and North American Arctic, and includes the latest understanding of massive-ice formation. A new classification of massive-ice complexes is proposed, encompassing the range and variability of massive ice. It distinguishes two new categories of massive-ice complexes: homogeneous massive-ice complexes have a similar structure, properties and genesis throughout, whereas heterogeneous massive-ice complexes vary spatially (in their structure and properties) and genetically within a locality and consist of two or more homogeneous massive-ice bodies. Analysis of pollen and spores in massive ice from Subarctic regions and from ice and snow cover of Arctic ice caps assists with interpretation of the origin of massive ice. Radiocarbon ages of massive ice and host sediments are considered together with isotope values of heavy oxygen and deuterium from massive ice plotted at a uniform scale in order to assist interpretation and correlation of the ice.

KEY WORDS: massive ice, stable isotopes, radiocarbon dating, homogeneous and heterogeneous

INTRODUCTION

The research on massive ice began for one of the authors in July 1977 during the boating expedition of the Geological Faculty of Moscow State University in the Yuribey River valley (68°26´N, 72°08´E) on central Yamal Peninsula, west Siberia. Here, the senior author encountered a complex exposure of massive-ice bodies that probably represent an assemblage of buried river ice and injection (intrusive) ice. This exposure has contributed significantly to the development of a new massive-ice classification by Y.K. Vasil’chuk, the basic principles of which are set out in Fig. 1. A new classification of massive ice, as well as most of the currently available data on the stable isotope geochemistry of massive ice are summarized in the two-volume monograph Yu.K. Vasilchuk [2012, 2014], a critical analysis which is mainly devoted to this paper.

STUDY AREA

The paper is based primarily on the senior author’s experience, involvement and field studies over more than 35 years (from 1977 to 2014) in numerous expeditions concerning massive ice in Russian permafrost. It also summarizes the experience of many international researchers, and describes exposures with large bodies of massive ice in west and east Siberia, Chukotka, Alaska and Yukon, the Tuktoyaktuk Coastlands, the Canadian Arctic Archipelago and Russian Arctic islands, China and the Antarctic.

MASSIVE-ICE CLASSIFICATION

Yu. Vasil’chuk [2012] presents a new classification of massive-ice bodies and includes two new categories: homogeneous and heterogeneous (Fig. 1). Homogeneous
massive-ice bodies have a similar genesis, composition and properties in all parts of a massive-ice complex, whereas heterogeneous massive-ice bodies have a variable genesis, composition and properties across a massive-ice complex, and consist of two or more homogeneous ice bodies. The distinction between homogeneous and heterogeneous massive-ice bodies elucidates the wider complex structure of massive-ice bodies and encourages the search for different mechanisms of ice formation.

**Homogeneous massive-ice complexes**

Homogeneous massive-ice complexes are usually no more than a few meters high, ≤ 20–30 m wide and occur as single layers of ice or, less commonly, as multiple layers of the same genesis. Typical examples of segregated (or infiltrated and segregated) ice were studied by Y.K. Vasilchuk [1992] in the first terrace of the Gyda River estuary (70°53´N, 78°30´E). Four similar lens-shaped bodies of massive ice (up to 0.3–0.4 m thick and 6–8 m wide) were composed of clear ice and, as a rule, associated with peat. The structure of the ice bodies and their bedding parallel to the sedimentary stratification suggest that they formed synchronously with the accumulation and freezing of the ground mass, consistent with the occurrence of a 4.5 m high syngenetic ice wedge in the sedimentary sequence. The ice is interpreted as infiltrated or segregated in origin. The wide range of $\delta^{18}O$ values (−33.8 to $-16.2^\circ\text{O}$) in these ice bodies indicates closed-system freezing with a small inflow of water from outside the system. Such a wide range of the heavy oxygen values indicates significant cryogenic fractionation during freezing of waters whose initial average composition was close to $-20^\circ\text{O}$. This could occur only under conditions of closed-system freezing, when isotopically heavier ice was the first to form (δ$^{18}O$ values of about $-16$ and $-18^\circ\text{O}$), while the δ$^{18}O$ values of the remaining water were about $-22^\circ\text{O}$. The partial freezing of the water led to the formation of ice with δ$^{18}O$ values of about $-20^\circ\text{O}$, while the rest of the water had δ$^{18}O$ values of about $-24$ to $-25^\circ\text{O}$. Repeated freezing of this water provided extremely low δ$^{18}O$ values (about $-34^\circ\text{O}$) in the last portions of the water to freeze. The low average δ$^{18}O$ values in this massive ice (about $-20^\circ\text{O}$) indicate that the ice formed under conditions more severe than
In view of the radiocarbon age of the ground mass (more than 15 $^{14}$C ages from 10,260 to 15,890 BP obtained on allochthonous peat), the accumulation of the ground mass and the formation of massive ice and the syngenetic ice wedge occurred no earlier than 14,000–11,000 years ago [Y.K. Vasilchuk, 1992].

**Heterogeneous massive-ice complexes**

Heterogeneous massive-ice complexes comprise two or more ice layers (tiers) of different genesis. The layers may be in contact or adjacent to each other, influencing the shape of the ice complex and the conditions of its occurrence. Examples include massive ice of the Yuribey River valley (Fig. 2a), massive ice in the Erkutayaha River valley [Y.K. Vasil’chuk et al., 2012] in the south of Yamal Peninsula (Fig. 2b, 3), and in many places in the Bovanenkovo gas condensate field [Y.K. Vasil’chuk et al., 2009, 2014; Kritsuk, 2012].

The second division of the classification distinguishes between autochthonous (i.e., intrasedimental in terms of Mackay and Dallimore [1992]) and allochthonous (i.e. buried) ice (see Fig. 1). Heterogeneous massive-ice complexes can include a combination of autochthonous and allochthonous deposits. The third division classifies the massive ice according to its specific genetic process (e.g., injection,

---

**Fig. 2. Vertical stratigraphic sections through heterogeneous massive-ice bodies in west Siberia: assemblage of buried and intrusive ice in the upper Yuribey River valley, central Yamal Peninsula (a) and assemblages of segregation and intrusive ice, Erkutayaha River valley, southern Yamal Peninsula (b).**

1 – sand; 2 – loam; 3 – layered pure ice; 4 – deformed intrusive ice rich in mineral inclusions; 5 – segregated layered massive ice; 6 – intrusive vertically layered massive ice; 7 – Holocene lacustrine-marsh loam and sandy loam and peat; 8 – laminated sediment; 9 – scree; 10 – slumped material (i.e. debris covering the section)
segregation, infiltration, burial) and shows the wide diversity of genetic ice types.

The proposed classification is illustrated through examples in Yu.Vasil’chuk’s monograph [2012], which critically examines the main hypotheses of massive-ice formation.

MODERN AND HOLOCENE ANALOGUES OF PLEISTOCENE MASSIVE ICE, AND THE MAIN HYPOTHESES OF MASSIVE-ICE FORMATION

Vasil’chuk [2012] discusses modern and Holocene analogues of Pleistocene massive ice, beginning with massive ice in marine sediments. One of the most convincing analogues of Pleistocene massive ice is Holocene massive segregated ice 8–9 m thick on the Fosheim Peninsula, Ellesmere Island, in the Canadian Arctic (79°59’N, 85°56’W; Pollard and Bell, 1998]. The δ¹⁸O values of the ice range between –28.9 and –34.8‰ for reticulate ice, –33.1 and –36.8‰ for massive ice, and –36.1‰ for an ice vein in adjacent Tertiary sandstone. The massive ice is interpreted as intrasedimental ice because: a) it is conformably overlain by marine sediments and contains internal structures parallel the upper ice contact; the ice lacks evidence for primary thaw or erosional contacts, which would indicate buried ice; and b) sediment within inclusions in the massive ice is similar to the overlying marine sediments, indicating that the overlying sediment was deposited before the ice formed. Radiocarbon ages of shells from raised marine deposits in the Slidre River valley suggest that the Holocene marine limit was likely established by 10.6 ka BP, with sea level remaining high (within 10 m of marine limit) until 8.7 ka BP or later. The massive-ice deposits formed time transgressively as permafrost aggraded into marine sediments during the Holocene [Pollard and Bell, 1998]. Ice segregation occurred as permafrost aggraded downward through a fine-grained layer of silt that overlay saturated sands with ample water source. The injection of water under high pressure into the overlying frozen bedrock at Eureka Sound formed intrusive massive ice [Robinson and Pollard, 1998]. As a result, a heterogeneous massive-ice complex (according to Y.K. Vasil’chuk’s classification) developed.

Massive-ice bodies are extraordinarily widespread in Holocene sediments of the first lagoon-marine terrace and the modern lagoon-marine floodplain of the Ob Bay, at the mouth of the Sabettabyah River, in west Siberia (71°15’N, 72°06’E). More than 1000 boreholes through Holocene marine lagoon and floodplain deposits have been analyzed [Y.K.Vasilchuk et al., 2016b] and show massive-ice bodies up to 5.7 m thick in the upper 5–10 m of Holocene silty sand. Their δD values vary from –107 to –199.7‰, and their δ¹⁸O values vary from –15.7 to –26.5‰. The massive ice is mostly autochthonous and of segregated origin [Y.K. Vasil’chuk et al., 2016b]. It formed
syngenetically during freezing of water-saturated soils under intensive cryogenic fractionation in the late Holocene. Thick massive-ice bodies also occur in saline sediments, for example a 14 m thick massive ice layer in beach sediments near the mouth of the Khatanga River [Ponomarev, 1960], fresh (salinity is 620 mg/l) massive ice at a depth of 19–29 m beneath the sea bottom [Melnikov and Spesivtsev, 2000], and a 1.5 m thick layer of salty ice at the depth about 10 m in sediments beneath the shallow waters of the Mechigmen Gulf (Chukotka). Y.K. Vasil’chuk proposed the original mechanism of the formation of icy bodies in saline lake (meromictic lakes) sediments.

Other possible modern and Holocene analogues of Pleistocene massive ice are freshwater ice deposits in shallow, saline (up to 103 g/l) lakes at 4117–4730 m above sea level (asl) in Bolivia. The ice deposits (consisting of several ice lenses, each up to 1 m thick) are up to several hundred meters wide and elevated up to 7 m above the lake or playa surface. They are located near the lake or salar (salt-crust desert) margins; some are completely surrounded by water, others by playa deposits or salt crusts [Hurlbert and Chang, 1984]. The δ18O values for the ice lenses (–10.6 to –11.5‰) are much lower than those of lakewater (+ 13.5‰) but similar to those of precipitation (δ18O value in fresh snow –13.2‰).

Ice in the cores of modern pingos provides another analogue of Pleistocene massive-ice deposits. The distribution of stable isotopes in pingo ice cores indicates that the ice formed under conditions of open and closed systems. Ice in the core of the Holocene pingo in the Pestsovoe gas field area (66°10′ N 76°30′E) formed in closed-system conditions; its δD values vary from –93.2 to –123‰, and δ18O values vary from –11.6 to –15.8‰ [Y.K. Vasil’chuk et al., 2016a].

The main hypotheses of massive-ice formation identify the ice as segregated, intrusive, repeated intrusive and buried glacier ice [Vtyurin, 1975; Mackay, 1973; Rampton, 1988; Zhestkova and Shur, 1978; Y.K. Vasil’chuk, 1992, 2012, 2014; Dubikov, 2002; Murton, 2005, 2009; French, 2007; Solomatín, 2013; Streletskaia et al., 2013; Belova, 2014]. Holmsen [1914] proposed the infiltrated and segregated hypothesis of massive-ice genesis. He hypothesized that the formation of thick (up to 15 m) massive ground-ice deposits is linked to the infiltration of surface water through seasonally thawed ground and the freezing of this water on the top [see also Zhestkova and Shur, 1978]. Vtyurin [1975] favoured ice segregation, with the most favorable conditions for the formation of massive segregated ice being near the contact between clayey sediments and water-bearing coarse-grained sediments. Gasanov [1969] hypothesized that the main factor of ice formation is water intrusion, and distinguished different types of intrusive ice: seasonal intrusive ice, multi-seasonal intrusive ice (short-term permafrost), intrusive ice, repeated intrusive ice and hydrolaccoliths. Mackay [1971, 1973] proposed that the mechanism of water injection and segregation in closed-system conditions that is widely applied to explain pingo growth can also apply to the mechanism of massive-ice formation.

**COMPARISON OF POLLEN SPECTRA OF MASSIVE ICE AND GLACIERS FOR CRYOGENIC INDICATION**

Palynological analysis of deposit-forming ground ice has identified several distinctive characteristics of the pollen spectra. First, pollen and spores are present in almost all types of deposit-forming ground ice, at concentrations from 50 to 1500 units per 1 kg ice or 1 litre of ice meltwater. Second, pollen spectra with characteristics similar to those of subfossil tundra, including the predominance of dwarf birch and ericaceous pollen and green moss spores, occur in most massive-ice deposits. Third, the massive-ice deposits frequently contain redeposited pre-Quaternary palynomorphs of Cenozoic, Mesozoic and Palaeozoic age. Fourth, pollen of
hydrophilous plants (e.g., pondweed, bur reed and reed mace), as well as horsetail spores, limnetic diatoms and green algae remains also occur in most of the studied massive-ice deposits, indicating a non-glacial genesis of the ice. Pollen spectra that are typical of non-glacial deposit-forming ice show: 1) a lack of exotic thermophilic species such as Acer, Fraxinus, Quercus, Ulmus, Populus, Tilia and Abies in the initial occurrence; 2) the presence of cloudberry, aquiherbosa species, as well as green moss and horsetail; and 3) the presence of redeposited pollen and spores. This palynological approach indicates that the massive ice on the Yamal Peninsula of west Siberia is mainly non-glacial in origin [A.C. Vasil’chuk and Y.K. Vasul’chuk, 2010, 2012].

ISOPTIC COMPOSITION OF MASSIVE ICE IN RUSSIAN PERMAFROST


The isotope curves are plotted at a single vertical and horizontal scale to facilitate their comparison.

The isotope composition of the massive-ice deposits in northern European Russia is considered for a number of localities, including the More-Yu River valley, Cape Shpindler, and the Oyuyakha River valley (68°51’N, 66°44’E). For the massive-ice body at Cape Shpindler in the Yugorski Peninsula (69°43’N; 62°48’E), Ingólfsson and Lokrantz [2003] concluded that it is buried glacier ice and suggested that it is older than 190–200 kyr, whereas Leibman et al. [2003], who also examined the internal structures, stratigraphy and isotopic composition of the massive ice, attributed it to syngenetic or epigenetic freezing after marine regression. The senior author assumes that this massive ice is intrasedimental, heterogeneous and autochthonous because the δ18O values in different types of massive ice at Cape Spindler vary from –13.1 to –25.6‰. Such variability may be explained by fractionation during ice segregation in a closed system.

The isotope composition of massive-ice deposits is also considered for northwest Siberia. Localities there include: 1) the Erkutayaha River valley (68°11’N, 68°51’E), 2) the Bovanenkovo gas field area (70°21’N, 68°26’E), 3) the Mordyakha River valley (69°33’N, 68°59’E), 4) the Kharasavey settlement (71°10’N, 66°51’E), 5) near Marre-Sale meteostation (69°45’N; 66°50’E), 6) at Tyurino Lake (70°44’N, 67°57’E), 7) at Voivareto Lake (68°43’N; 72°25’E), 8) near Gyda settlement (70°53’N, 78°30’E), 9) the Yuribey River valley (68°26’N, 72°08’E), 10) near Tab-Salya settlement (71°45’N; 82°45’E), 11) near Dorofeevskaya settlement (71°23’N; 82°58’E), 12) at the Sopochnaya Karga Cape (71°50’N, 82°40’E) and 13) Ledyanaya Gora in the Yenisey River valley (66°35’N, 86°34’E).

On the southernmost Yamal Peninsula heterogeneous autochthonous massive ice is located on the left bank of the Erkutayaha River (68°11’N, 68°51’E). A massive-ice body approximately 100 m long is embedded predominantly in stratified sand. The ice layers sharply drop on both sides of the central part, and just 15 m from the centre the cover of the massive ice appears at a depth of 8 m. The central part of the massive-ice body takes a form similar to a stock (a type of igneous intrusion), with vertical and subvertical ice layers, whereas the peripheral parts comprise horizontally layered ice. The range of δ18O (~4‰) and δD (~ 20‰) values indicates comparatively small fluctuations of the isotopic composition for ice with different characteristics: pure white ice has δ18O values from –19.6 to –20.5‰, and δD varies from
The maximum thickness of the tabular ice is 28.5 m, and the mean thickness is about 8 m. δ18O values of massive ice range from –12.4 to –22.9‰ [Michel, 1998; Y.K. Vasil’chuk et al., 2009], and deuterium (δD) values vary from –91.7 to –177.1‰. The contrasting distribution (like vertical bilateral rake with very long teeth of different lengths) δ18O and (δD) vs. depth in massive ice bodies suggests a segregated and/or infiltrated-segregated origin of the ice. Pollen, spores and algal spectra from the massive ice are similar to pollen characteristics of modern lacustrine and coastal floodplain sediments in the area. The senior author inferred that the ingress of cold seawaters on a coastal flood plain caused freezing and ice segregation, with the formation of extensive ice layers under the large but shallow lakes.

The material presented shows that the methodological use of isotopic data from massive ice is still far from ideal. Even within the same article, the authors have expressed different hypotheses about the origin of massive ice in Ledyanaya Gora (Ice Mountain) on the Yenisei River valley (66°35´N, 86°34´E) because intrasedimental ice may be difficult to distinguish from basal glacier ice, as both ice types can form by the same freezing processes [Vtyurin and Glazovskiy, 1986]. Stratigraphic and isotopic study of this massive ice and its host sediments led Vaikmäe and Karpov [1986] and Astakhov and Isayeva [1988] to interpret the ice as relict glacier ice, probably emplaced during the Early Weichselian. However, interpretation of the Ledyanaya Gora massive ice is problematic. Most of the δ18O values from the ice range from –20 to –21.5‰ [Vaikmäe and Y.K. Vasil’chuk, 1990; Vaikmäe et al., 1993], pointing to uniformity of the oxygen isotope profile. The isotopic composition of the massive ice is similar to that of vertical ice schlieren in the overlying diamicton (δ18O = –20.7‰). This similarity, coupled with a significant change from a salinity of 10–80 mg/l in the upper part of the massive ice to one of 200–340 mg/l in the middle and lower parts of it, according Y.K. Vasil’chuk, indicates an intrasedimental
origin. In conclusion, the massive ice at Ledyanaya Gora can be regarded as heterogeneous autochthonous massive ice.

Isotope data summarized from Chukotka include homogeneous autochthonous massive ice at the Koolen’ Lake, near the town of Anadyr’ and at Onemen Bay [Vasil’chuk, 1992], Tanyurer River valley [Kotov, 1998], and heterogeneous allochthonous and autochthonous massive ice in the Amguema River valley [Korolyov, 1993].

Finally, heterogeneous allochthonous and autochthonous massive-ice bodies are found on Novaya Siberia Island (75°05´N, 148°27´E). Ivanova [2012] showed that δ18O values of massive ice there vary from –8.9 to –29‰, and δD values vary from –66.8 to –228.4‰. The δ18O and δD values in the upper and lower horizons of massive ice are very different. These data can be interpreted to indicate an injected origin for the lower horizon of massive ice, and a segregation origin for the upper horizon [Ivanova, 2012].

**ISOTOPIC COMPOSITION OF MASSIVE ICE IN PERMAFROST OF THE CANADIAN ARCTIC**

Vasil’chuk [2014] examines the vertical variations in more than 30 isotope plots of massive ice from the Canadian Arctic [Mackay, 1983; Fujino et al., 1983; Lorrain and Demeur, 1985; Michel, 1983, 2011; Dallimore and Wolfe, 1988; French and Harry, 1990; Mackay and Dallimore, 1992; Moorman et al., 1996, 1998; Robinson and Pollard, 1998; Pollard and Bell, 1998; Hyatt, 1998; Murton et al., 2004, 2005; Lacelle et al., 2004, 2007, 2009, 2011; Murton, 2005, 2009; Cardyn et al., 2007; French, 2007; Lacelle, 2011; Fritz et al., 2011]. Here we consider a few of them.

Massive ice adjacent to Tuktoyaktuk (69°27´N, 133°02´W), near the mouth of the Mackenzie River, has been isotopically studied by Mackay [1983], Fujino et al. [1983, 1988], Mackay and Dallimore [1992] and others. Fujino et al. [1983] concluded that most of the massive-ice body at Peninsula Point originated from superimposed ice formed by congela
tion of water in which it was submerged. Mackay and Dallimore [1992], however, rejected this interpretation. They reported that the geochemical and stable isotope values of the massive ice were similar to those of ice dikes that extended from the ice into the overlying diamicton, which indicates a common water source and suggests that the massive ice is intrasedimental in origin. Y.K. Vasil’chuk concluded that massive ice at this site is heterogeneous: autochthonous and allochthonous.

A massive-ice complex is often well exposed by coastal erosion at North Head, on Richards Island (69°20´N, 134°30´W), in the Tuktoyaktuk Coastlands. According to Murton [2005], some of the massive ice is buried and some is intrasedimental. Y.K. Vasil’chuk agreed and identified the ice as heterogeneous: autochthonous and allochthonous.

Massive ground-ice bodies in the Sandhills Moraine of southern Banks Island, and the southern Eskimo Lakes region of the Tuktoyaktuk Coastlands, according to French and Harry [1990], are interpreted as basal glacier ice. Other massive ground-ice bodies in the Western Canadian Arctic, however, are explained better in terms of segregation-injection [French and Harry, 1990]. Assessing the isotopic variations in ice around the Eskimo Lakes, Y.K. Vasil’chuk noted that the bottom of the massive ice described by French and Harry [1990] is characterized by a relatively stable distribution and a small range (about 1.5 ‰) of δ18O values (from –33.5 to –35 ‰) and by abrupt changes in the upper 2 m of ice: upward, the value increases to –31 ‰, and then sharply decreases to –36‰. Y.K. Vasil’chuk suggested that the isotopic changes in the upper 2 m of ice are consistent with ice segregation commencing in a semi-closed or open system, and ending in a closed system, leading to an appreciable isotope differentiation in the top of the ice deposits.
Massive ice also occurs within glacially deformed permafrost in the coastal lowlands near Tuktoyaktuk (e.g. at Liverpool Bay – 70°N, 129°W, southwest of Nicholson Island; and on northern ‘Crane Island’, in the central Eskimo Lakes; Murton et al., 2004). The massive ice is at least 2.5–8 m thick, and either white and bubble-rich, or grey, debris-rich and banded. Two types of ground ice are identified in the deformed permafrost: (1) massive ice and ice clasts, both of which have been glacially deformed, eroded or moved; and (2) segregated ice and ice-wedge ice that have not been glacially disturbed because their postdate deformation. Y.K. Vasil’chuk agreed with these interpretations and determined the massive ice as heterogeneous: autochthonous and allochthonous.

Within the limits of the Willow River drainage basin, on the Aklavik Plateau (69°N, 124°W), Lacelle et al. [2004] examined four exposures of debris-rich massive ice. The δ18O values of the ice change abruptly from an average of about –30‰ (for Late Pleistocene ice) to –22.6‰ (for Holocene ice). Physical and isotopic properties of the former suggest that it is segregated-intrusive ice, because the CO2 content and δ13C value in the debris-rich ice was acquired during movement of CO2 through the sediments, giving CO2 concentrations that are 3–9 times higher than those for air trapped in glacier ice and δ13C values in the range of CO2 produced by the decay of C3 plant material [Lacelle et al., 2004]. Y.K. Vasil’chuk agreed with these interpretations and determined the massive ice as heterogeneous: autochthonous and allochthonous.

Massive ice within but close to the glacial limit of the Laurentide Ice Sheet, on Herschel Island (69°N, 139°W), in the southern Beaufort Sea, is highly depleted in heavy isotopes (mean δ18O value: –33‰; δD: –258‰; [Fritz et al., 2011, 2012]). These authors noted that such stable isotope signatures indicate a full-glacial water source for the massive ice on Herschel Island. However, an origin as glacially deformed segregated or segregated-intrusive ice cannot be excluded. Pollard [1990] concluded that segregated ice is the most common massive-ice type in this area and in places constitutes up to 70 % of the upper 10–15 m of permafrost. Y.K. Vasil’chuk suggested that the origin of massive ice on Herschel Island varies, and the ice includes both heterogeneous and homogeneous types.

**DATING OF MASSIVE ICE OF RUSSIA AND NORTH AMERICA, AND CORRELATION OF STABLE ISOTOPE CURVES**

Radiocarbon dating of organic material in the sediments that surround massive ice in Russia and Canada, and direct accelerator mass spectrometry (AMS) radiocarbon dating of organic microinclusions and trapped gases within massive ice in Canada are analyzed by Vasil’chuk [2014]. The radiocarbon ages suggest that most of the massive ice accumulated between the Holocene and 20–40 ka BP (Fig. 4).

Comparison of isotopic plots of massive ice in Russia and Canada (Fig. 5–7) shows that they have more similarities than differences in the regional isotopic record of ice formation. An initial isotopic signature indicates the nature of the water and the conditions of ice formation. Ice segregation in a closed system leads to a contrasting distribution of δ18O and δD values, both vertically and laterally (Fig. 5). The shape of isotopic plots of massive ice relates to the type of ice formation. Homogeneous, undifferentiated isotope plots with a narrow range of isotopic changes (δ18O range < 4‰, ΔδD range < 32‰) characterize massive ice formed in an open system, with freezing of inflowing water under homogeneous conditions. By contrast, isotope plots with a wide range of isotopic changes (Δδ18O range > 8‰, ΔδD range > 64‰) characterize massive ice formed in a closed system, where there is no inflowing water. Closed-system freezing is typical of segregation ice formation, or rarely for the final phase of injection ice formation when there is no inflow of water (Fig. 6 and 7).
Fig. 4. Comparison of the radiocarbon ages (years BP) of massive ice: a–e obtained by 14C dating of organic material from host sediments surrounding massive ice in Russian permafrost, f–h obtained by direct AMS 14C dating of organic material from ice in Canadian permafrost. Sites: a – Bovanenkovo [Y.K. Vasil’chuk, 2012], b – Tyurinto Lake, c – Tab-Salya town, d – Gyda town [Y.K. Vasil’chuk, 1992], e – Tanyurer River valley [Kotov, 1998], f – Peninsula Point (4.5 km southwest of Tuktoyaktuk) [Kato et al., 1988], g – Peninsula Point [Moorman et al., 1998]; h – Herschel Island [Moorman et al., 1996].

Fig. 5. The comparison of oxygen isotope plots of massive ice of Russian (a–d) and Canadian (e) permafrost, formed under closed-system freezing.

Fig. 6. The comparison of oxygen isotope plots of massive ice from Russian permafrost, formed under open- and closed-system freezing.

a – Cape Shpindler on Yugorski Peninsula: 1–5 – different parts of exposure [Ingólfsson and Lokrantz, 2003];
b – Yuribey, Gydan Peninsula [Kritsuk, 2010];
c – i – different parts of the Ledyanaya Gora (or Ice Mountain) exposure, on the right bank of the Yenisey River near the Arctic Circle [Vaikmäe and Karpov, 1986; Vaikmäe and Y.K. Vasil'chuk, 1991];
j – Onemen Bay, Chukotka [Kotov, 2001].
Fig. 7. The comparison of oxygen isotope plots of massive ice of Canadian permafrost, formed under open- and closed-system freezing:

a – Involuted Hill site, to the northeast of Tuktoyaktuk [Mackay, 1983];

b – Peninsula Point (4.5 km southwest of Tuktoyaktuk) [Fujino et al., 1988];

c – Peninsula Point [Moorman et al., 1998];

d – 7 km to the east of Ya Ya Lake, on southern Richard Island [Dallimore and Wolfe, 1988];

e – Lousy Point, near Ya Ya Lake, on southern Richard Island [Dallimore and Wolfe, 1988];

f – Willow River region, Aklavik Plateau, Richardson Mountains:

f – profile of site WR-00-5, g – profile of site WR-00-3 [Laecke et al., 2004];

h – 5 km southwest of Tuktoyaktuk [Kato and Fujino, 1981];

i – southern Eskimo Lakes region, Tuktoyaktuk Coastlands [French and Harry, 1990];

j – Crumbling Point, Summer Island, Tuktoyaktuk Coastlands [Murton et al., 2005].
CONCLUSIONS

- The study considers practically all the selected ages and mechanisms of massive-ice formation. The senior author proposed the original mechanism of the formation of massive ice in saline lake sediments. New mechanisms will undoubtedly be proposed in the future.

- A new genetic classification of massive-ice deposits introduces two new categories at its highest level: homogeneous and heterogeneous massive-ice deposits.

- Assemblages of different massive-ice types are common in permafrost exposures in the Yamal Peninsula of west Siberia and the Tuktoyaktuk Coastlands and Yukon of northwest Canada.

- Plotting of isotopic data from massive ice on graphs with a single vertical and horizontal size facilitates objective assessment of the isotopic characteristics of massive ice.
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TENSION OF GEOMORPHOLOGIC CONDITIONS IN THE MARGINAL MOUNTAIN BELTS OF THE PACIFIC RIM

ABSTRACT. The maps of naturally determined geomorphologic tension, scale 1:8 million, for the territory of the Russian Far East and the central fragment of the mountain system of the Andes (between 5°S – 19°S) were compiled. We are using the term “tension” to define predisposition of the territory for the development of catastrophic processes. Tension was evaluated in nominal scores accordingly to the regional level of generalization. Assessment was based on the analysis of seismicity, amount of precipitation, the depth of the relief dissection and the spectrum of the dominant geomorphologic processes. The value of geomorphologic tension in the Russian Far East region ranges from 3 to 16 conventional points: in the Western Okhotsk Sea coast area it was estimated at 7–10 points, in the Sakhalin – 10–12, in the Eastern Kamchatka – 13–15 and in separate Kuril Islands – 16 points. Thus, the study results confirmed the formerly stated supposition about the increase of nature-defined geomorphologic tension of the NW Pacific Ocean sector from the west to the east.

The zone of maximum potential development of catastrophic processes in the SE sector of the Pacific Rim is situated at the western mega slope of the Peruvian Andes between 9°S and 13°30’S and in the band width of 100 km along the Pacific coast. The geomorphologic tension of this area reaches 15–16 points due to natural causes. The tension on the eastern mega slope of the Andes ranges from 9 to 12 points, except for some areas where it increases to 13–14; on the Altiplano it decreases to 6–10 points. An important feature of the study area is the asymmetric distribution of geomorphologic processes, so the geomorphologic tension, which significantly different at the oceanic and the inland (continental) slopes of the mountain chain. Comparison of data obtained for the two segments (NW and SE) of the Pacific Rim allows reaching a conclusion about the general regularities of the distribution of geomorphologic tension in the territory of marginal mountain belts around the Pacific Ocean with more confidence. The areas of potential catastrophic processes are located near the edge of the continent in either case.

KEY WORDS: geomorphologic tension, catastrophic processes, mapping, marginal mountain belts, the Far East, Andes
INTRODUCTION
Research of dangerous and catastrophic relief forming processes has been underway for a long time, and the terms “hazard” and “risk” are widely applied in the geomorphology studies. However, in recent years the new terms have appeared: such as “susceptibility” to certain hazardous processes [Corominas, 2008] and geomorphic “tension” (or intensity) [Lebedeva, 2013a; Lebedeva, 2013b; Lebedeva et al., 2014b; Alizade, Tari khazer, 2015; Lebedeva et al., 2015]. This allows for more precise determination of the areas which are potential subjects to various geomorphologic catastrophes.

Analysis of the distribution of natural disasters allows concluding that there are areas with more intensive development of catastrophic processes than others. The Russian Far East is one of them: here, according to statistics, the number of emergencies is approximately 2 times greater than the national average. We suggest to name the territories susceptible to catastrophic relief processes the zones of increased tension (or intensity) of geomorphic processes or situation of increased geomorphologic tension [Gotvansky, Lebedeva, 2010; Lebedeva, 2013a, b; Lebedeva et al., 2014b]. The second definition seems to be more correct, since catastrophic processes in these areas are not constant, but the potential of its development, provided by certain forces-conditions, is real, and it materializes with certain probability of additional (in relation to average data) impact of these forces (seismic movements, anomalous hydrometeorological events and others).

Domination of relief features with high background velocities of morphogenesis is a typical situation for these territories, as long as processes which can sharply increase their spatial (volume, coverage, extension) and temporal (transmission rate, frequency and others) properties, in other words, which can develop catastrophically. In addition to the internal features (conditions) of catastrophic appearance (relief with potentially unstable properties, prone to different influences) acting in these regions it is necessary to have external forces, which cause the extreme character of the area’s geomorphologic processes. Seismicity plays the key role among endogenous factors of intensity of contemporary geomorphologic processes in these regions. Among exogenous factors, the most important is the heavy rainfall which provokes a wide range of catastrophic processes. The cumulative effect of these factors greatly increases the probability of natural disasters.

G. Ananyev [Ananyev, 1998] linked the concept of intensity of geomorphologic processes with the balance of lithodynamic flows of the areas. He offered to calculate the value of the tension as the ratio of the maximum and the average volumes of transported material. Without denying the relevance of such calculations for sites where there are data of long-term stationary observations, we propose to analyze the parameters of relief and processes of morphogenesis in complex with endogenous and exogenous factors causing catastrophic development of geomorphic processes for areas where such data are not available.

The geomorphologic tension is defined by the authors as the readiness of geomorphologic system to pull out of the balanced condition and the danger of catastrophic processes developing under the action of external and/or internal forces, both natural and anthropogenic [Lebedeva, 2013, a, b].

Such zones of high geomorphologic tension are situated at the marginal continental mountainous systems of the Pacific Ocean with high parameters of tectonic, seismic and volcanic activity. Unstable state of geomorphologic systems and active relief-forming processes here are enhanced by deep and intensely dissected relief. Climatic factors (precipitation amount and character) also play a vital role. The anthropogenic activities occasionally promote natural processes and enforce the danger of local catastrophes.
Our work is devoted to the north-western and south-eastern segments of the Pacific Ocean coast – the Russian Far East and the central part of the Andes mountain system. We set a goal to analyze specific features and regularities of distribution of the main factors that provoke catastrophic activation of geomorphologic processes and to find out zones of highest geomorphologic tension in these parts of the Pacific Rim as well. In this regard we mapped the geomorphologic tension of key segments.

The Russian Far East is the territory which exhibits extreme diversity of natural processes and phenomena including catastrophic. It can be clearly noted on the maps of current relief dynamics of North Eurasia [2003], of zoning of the territory of Russia to the degree of extreme ecologic-geomorphologic situation [Kozlova et al., 2005] and the map “The ecologic-geomorphologic hazard level of contemporary relief-forming processes” [2006]. The authors refer the major part of the Far East to the territories with the high rate of general ecologic-geomorphologic hazard, where several danger relief-forming processes with high index of intensity act simultaneously, and catastrophic occurrence of the certain processes are possible.

However, it is clear that there are very different areas – with more and less rate of catastrophic processes development. But these maps were compiled based on analysis of geomorphologic processes distribution, which (processes) contribute to formation or escalation of dangerous ecologic-geomorphologic situations, forced by anthropogenic impact, but without consideration of existing endogenous and exogenous forces that can provoke activation of these processes and considerably leverage the risk of natural disasters. Later, the author of one of these maps S.K. Gorelov wrote about necessity of working out the questions of endogenous factors of relief forming for the natural risk estimation [Gorelov, 2008]. Thus, for allocating the certain regions of increased geomorphologic processes intensity and forecasting possibility of its catastrophic development, additional data of seismic activity of the territory, precipitation distribution character, relief morphology and others were analyzed.

As far as SE sector of the Pacific Rim is concerned, the Andes are the world’s most extended mountain system and one of the least explored. In 2007 under the international project, a group of experts from 7 countries, situated within the territory of Andes mountains, have compiled an integral map (scale 1:7500000) of the most disastrous consequences of natural processes and events [Conozcamos los peligros..., 2007]. The nineteen of such events during last 200 years were noted in territory of the Peruvian Andes. A more detailed research of the region has not been conducted yet despite its high relevance.

**RESEARCH METHODS**

A mapping method for geomorphologic tension for a small-scale level (1:2.5–1:8 mln) was described in detail by the authors early [Lebedeva, 2013b; Lebedeva et al., 2014b; Lebedeva et al., 2015]. It is based on analysis of the following characteristics: 1) complex of relief-forming processes of the territory and their ability to gain catastrophic character, 2) distinctions of relief morphology, which contribute to catastrophic development of relief-forming processes, 3) presence and zonality of demonstration of factors, which makes background processes extreme.

The authors tested 2 methods of assessing geomorphologic settings tension for 2 Pacific coast segments. These methods are based on the same principles, but differ in the scheme of retrieval of factual material. However, the results were quite comparable. The methods require further improvement, but generally this approach to reconnaissance evaluation of territories is attractive. Moreover, it allows allocating the increased tension zones even within such poorly studied, in geomorphologic respect, mountainous systems as the Andes.
Geomorphologic tension was assessed at the regional level of generalization and scale of the map: we used relative points based on the analysis of seismicity, precipitation quantity, features of relief and a spectrum of relief forming processes.

The leading complex of relief forming processes for the Russian Far East territory, their activity and areas of distribution are shown on the map “The ecologic-geomorphologic hazard level of contemporary relief-forming processes” [2006], which we had taken as the basis. There are 3 levels of hazard evaluation on this map: 1) high – several dangerous relief-forming forces with generally high intensity occur, 2) middle – variety of dangerous processes also occur, but with lower intensity, 3) low – narrow range of processes with low intensity.

Among relief morphology characteristics, which promote the development of catastrophic relief-forming processes, we placed special emphasis on the depth of erosion dissection and used the data of the map of “Erosion hazard of relief” [Timofeev, Bylinskaya, 1987]. Considerable depth of dissection is indicative of the higher intensity – e.g. potential possibility – of the vast variety of hazardous slope processes development – landslides, subsidences and others.

Seismic activity of territory plays the key role among factors, provoking the intensification of geomorphologic processes and increasing the dangerous situations risk. Even a small earthquake may cause many catastrophic processes: subsidences, landfalls, landslides, avalanches, mudslides, tsunami and others. We used the data from the seismic zoning map OSR-97 [Ulomov, 2013].

The overall quantity, type and intensity of precipitation influence the character and development of relief-forming processes of many regions. Coastal and intercontinental slopes often crucially differ in the marginal continental mountainous systems. Moreover, this difference may reach 500, 1000 and more mm of precipitation, which doubtlessly influence the trend and intensity of geomorphologic processes on slopes of different aspect. Numerical score may estimate the influence of this index.

In carrying out these small-scale cartographic works, evaluation of other factors proved to be problematic. We considered the presence of loose permafrost sediments mass only if the area of its spreading was really extensive and we can show places of influence of contemporary volcanic processes only by marking these active volcanoes with additional symbols.

The technique of geomorphic intensity mapping which was used for the Russian Far East has been adapted by us with the utilization of materials that existed for the territory of the central sector of the Andes. In this case, compilation process for the mapping was more complex than the same process for the Far East due to the absence of some basic maps that were available for the Russian territory. First of all, these include the map of “The ecologic-geomorphologic hazard level of contemporary relief-forming processes” [2006]. That is why the series of additional associated maps was compiled for the Central Andes segment: these are the maps of contemporary relief dynamics and dangerous and catastrophic processes; 16 types of regions with different ranges of prevailing catastrophic processes were determined [Lebedeva et al., 2014a]. This was the base for the final map of ecologic-geomorphologic hazard according to the methods developed by S.K. Gorelov [2008]. Three types of territories were isolated on the map: with high, middle and low rate of ecologic-geomorphologic danger.

Data of relief dissection deepness, available for the Russian part of the Pacific Rim according to the map of “Erosion hazard of relief” (1:2 500 000, IG RAN, [Timofeev, Bylinskaya, 1987]), were also absent for the Andes territory. Profiles of relief (cross-sections) were made to close this gap, using data of the global digital
terrain model GTOPO 30 and digital data SRTM. The GTOPO 30 data, produced based on topographic maps distributed by the Earth Resources Observation and Science (EROS) Center [http://eros.usgs.gov], have spatial resolution of around 1 km and guarantee effective 3D-modeling for identification of regional relief characteristics in the study scales up to 1:1000000. A more detailed relief structure research, particularly evaluation of its characteristics, such as dissection depth, is based on the satellite radar data SRTM with spatial resolution of around 90 m and absolute altitude evaluation precision of around 20 m, and allows differentiating relief elements with amplitude of up to the first meters. The depth of dissection was evaluated for squares with the sides of 20 km and profiles 200–300 km long. Thus we found the dissection depth for every surface segment, approximately 400 km² in size, which is comparable to the data of “Erosion hazard of relief” map that we have used for the Far East.

For seismic zoning we used the Global Seismic Hazard Assessment Program (GSHAP) data. A probabilistic map of seismic hazard, obtained from the GFZ German Research Centre for Geosciences [http://gmo.gfz-potsdam.de], is represented with the data on ground acceleration, which can be exceeded during 50 years with 10 % probability, which corresponds with the following frequency period of such a seismic impact – 1 time in 500 (475 is more correct) years (the Russian analogue is the map “А» OSR-97). Revaluation of the GSHAP data on a 12-point intensity scale, which is used in Russian seismic zoning, is made using normative correlations.

Evaluation of the annual precipitation of this territory is based on the South American map of precipitation, compiled from climatic and weather data, handled, archived and distributed by the Earth System Research Laboratory of the National Oceanic and Atmospheric Administration, USA [http://www.esrl.noaa.gov]. The map represents the averaged data of annual precipitation for the period 1976–2009 years in a spatial grid with 2.50 mesh.

It should be pointed out that the most large scale geomorphologic disasters of the region are distinguished by overlapping and interconnecting the number of extreme processes. Thus, in that case we consider acceptable to add data on the magnitude of the studied characteristics, relevant increasing action of external agents, provoking catastrophic processes, or showing the morphosystem inner characteristics specificity (geomorphologic circumstances), also leading to increasing exogenous processes intensification. However, because of the different dimension and magnitude of the studied characteristics, the straight addition is not correct; thus, we, according to [Simonov, 1997; Liang at al., 2012], conducted “normalization” of the values by formula $X' = \frac{X - X_{\min}}{X_{\max} - X_{\min}}$, where $X$ is the real value of the characteristic, $X_{\max} - X_{\min}$ is the range of its possible values, and $X'$ – the normalized characteristic’s value within the interval from 0 to 1. Also, for calculation convenience [Liang at al., 2012] we converted the fraction values into the whole values, and considered them as the relative tension points. Moreover, due to the regional nature of our research, we analyzed not the characteristics’ particular values, but their specific intervals.

Thus, for the estimation of more important, in our opinion, factors – seismicity and precipitation – we used a 10-point scale. However, this approach is not flexible to to accommodate every characteristic. Thus, the scale of conducted mapping does not allow us to show in details the true relief dissection depth and requires specific generalization. Moreover, although tension increase (susceptibility to catastrophic processes) does not depend on dissection depth, but beginning from certain values it does not grow at the same rate, as, for example, after quakes intensity increases. In turn, the ecologic-geomorphologic hazard level of the territory (the range of dominating relief forming processes) is the qualitative characteristic and
is noted for some subjectivity. As the result, in both cases, when grading this index, we had to prefer the expert evaluation and use the less fractionary scale with the maximum value of 3 points. Interrelations of the relative points and input value intervals of tension forces are shown in Table 1.

We understand that such an approach is quite conventional, and relies on expert assessment, but in case of this small-scale mapping it is the most correct method. This has been supported by our attempts of using a single (10 or 3) scale for all indicators. Actually, in the case of a single scale for all indicators, correction factors introduced usually are also based on expert assessment, as we see, for example, in [Bolysov et al., 2015].

All of these allowed us to obtain the so-called semi-quantitative reconnaissance evaluation, which, in its turn, allows comparing certain regions and isolating the zones of increased geomorphologic tension, i.e., sites with the maximum rates of characteristics, promoting intensification of morpholithogenesis processes.

**Table 1. Interrelation of points and ranges of values of the main factors of geomorphologic tension**

<table>
<thead>
<tr>
<th>Factors</th>
<th>Ranges of values</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seismicity (intensity of shocks), points</td>
<td>VI–VII</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>VII–VIII</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>VIII–IX</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>IX–X</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>X–XI</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>&gt; XI</td>
<td>10</td>
</tr>
<tr>
<td>Precipitation quantity, mm per year</td>
<td>500–1000</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1000–1500</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>&gt; 5000</td>
<td>10</td>
</tr>
<tr>
<td>Erosion dissection depth, m</td>
<td>400–800</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>800–1600</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>&gt; 1600</td>
<td>3</td>
</tr>
<tr>
<td>Ecological-geomorphologic hazard</td>
<td>Low</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Middle</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>3</td>
</tr>
</tbody>
</table>

**DISCUSSION**

Preliminary analysis of the natural preconditions of the geomorphologic tension in the Russian Far East [Gotvansky, Lebedeva, 2010] suggests increase of the tension towards the Pacific Ocean due to increase of impact of endogenous and exogenous factors, the features of contemporary tectonics and volcanism, of moisture of air masses and of the proximity of the main basis of denudation – the ocean level. Maps of naturally determined geomorphologic tension of processes (scale 1:2500000 and 1:8000000) were compiled firstly for the key parts of the Russian Far East – Kamchatka, Sakhalin and the Western Okhotsk region. These territories vary on geodynamic processes, landscape-climatic conditions and character of modern geomorphologic processes, and are indicative of differentiated estimation of geomorphologic tension. This allowed us to clarify and correct the method. For the key areas we also defined the territories under intense anthropogenic impact (the result of construction and mining). However, on the integral map of the Russian Far East (scale 1:8 000 000) (Fig. 1) we had to limit our efforts
In the mainland of the Russian Far East, the naturally determined tension of geomorphologic conditions generally ranges from 3 to 10 points. For the Stanovoy ranges’ roof-block uplift (the activated margin of the Aldanian shield with traces of late Pliocene volcanic activity) the deep dissection (up to 1000 m), seismic activity of up to 8 points and a wide range of dangerous geomorphologic processes are characteristic. Near interstream areas, seismogenic splits are exist and there are many traces of seismic landslides. The total tension of Tokinsky Stanovik is 10 points. The Badzhalsky range, located at the junction of the Bureinsky platform massive and the Sikhote-Alin folded region, also belongs to an 8-point earthquakes zone. Seismic landslides occurred here in historical time, forming barrier lakes in the Gerby river confluents valleys. The erosion dissection depth here is close to 1000 m. Badzhal lays on the monsoon route, which results in a high level of precipitation here of more than 1000 mm annually, causing summer river flooding and winter snow avalanches in the mountains. The
total tension in the central part of the range reaches 10 points also.

Geomorphologic tension, determined by natural forces, on the continental part is the highest in the Taigonos Peninsula and adjacent mountainous ranges (Tumansky, Nenkat), where it reaches 10–12 points. This is a zone of VIII–IX points earthquakes with numerous traces of paleo seismic dislocations. The peninsula itself is limited by faults stretching north-east, located as fault scarps in the relief. Its absolute heights reach 1600 m and dissection depths reaches 600–800 m. There is up to 1000 mm precipitation annually on the north-eastern mountainous slopes.

Geomorphologic tension, determined by natural forces, for the Sakhalin Island, which was divided onto 21 regions, fluctuates from 6 to 12 points. Eleven regions are the areas of extremely high tension (10–12 points): the Shmidt Peninsula, the north-western lowland, the West-Sakhalin mountains (excluding the Poyasok land bridge) and the northern and central parts of the East-Sakhalin mountains. The main features are high seismic activity (VIII–IX points), a wide range of dangerous geomorphologic processes, abundance of precipitation (over 1000 mm/year), and, in the certain parts, dissection deepness (400–800 m) and perennially icy frozen rocks (North-Western lowland).

Within Kamchatka we isolated 48 regions with tension from 7 (Western coast) to 15 (Eastern coast) points. The maximum tension (15 points) is on the Kronotsky and Shipunsky Peninsulas, on the Gamchen and Balaganchik ranges and some parts of the Koryaksky and Kronotsky volcano massifs. These areas have high seismic activity (X points), abundance of dangerous geomorphologic processes, deep territory dissection (over 800 m) and abundance of precipitation (over 1000 mm/year). Tension is lower (14 points) on the Kronotsky and Avachinsky bay shores and on the Mutnovsky volcano due to decrease of the dissection deepness. This, along with decrease of annual precipitation, reduces the index of geomorphologic tension to 13 points in the Kamchatsky Mys Peninsula, Kamchatsky bay coast, Ilyinskaya and Zheltovskaya volcano massifs and in the Ganalsky range southern part. For the Sredinny range on Kamchatka and the Kumroch, Tumrok, Valaginskii and other ranges, tension is 12 points, which is determined by decrease of seismic activity to IX points in the territory towards the west.

The maximum of naturally determined tension of 16 points (which we determined as potentially catastrophic) is typical of the Kuril Islands – Paramushir, Ketoj, Simushir, Iturup, and Kunashir. A high degree of ecologic-geomorphologic hazard (vast extent of dangerous geomorphologic processes) is combined with high seismic activity (X points), abundance of precipitation (over 1000 mm/year) and considerably deep relief dissection (altitude difference of up to 1000–1500 m and more). Active volcano presence increases the risk of potential catastrophic processes.

Geomorphologic tension, determined by natural forces, generally varies from 3 to 16 points in the Russian Far East region. The distribution regularities of the zones of naturally determined tension of geomorphologic processes in the Far East region were considered earlier [Gotvansky, Lebedeva, 2010; Lebedeva and others, 2014b]. The results of the study have supported the suggested hypothesis that naturally determined geomorphologic tension (i.e., susceptibility to catastrophic morphogenesis processes) is generally increasing here from the west to the east towards the Pacific ocean: it was estimated at 7–10 points for the Western Okhotsk Sea coast, at 10–12 points for the Sakhalin, at 13–15 points for the Eastern Kamchatka and at 16 points for the Kurils.

Mapping of the Peruvian segment of the Andes (between 5–19°S) that we have conducted (Fig. 2) showed that geomorphologic tension of the region varies from 6 to 16 points. Therefore, the maximum tension of 15–16 points, which we consider as potentially...
catastrophic, is typical of the western mega slope of the marginal-continental mountainous system in the interval from 9° to 13°30’S in a strip of up to 100 km from the coast. This territory is occupied by high (4000 m and higher) and very deeply dissected ridges and massifs of the Western Cordillera with a wide complex of large scale gravitative and seismic-gravitative processes (rockfalls, talus, landslides, avalanches and others), as well as it is subjected to active erosion and mudflows. This territory includes the river Santa basin, which associates with large catastrophes of the XX century in Uaras town (1940) and near the foot of the Uascaran massive (1962 and 1970), caused by mass movement of weathering waste under the influence of seismic events.

Southwards from this the most dangerous zone, tension of the western Andes mega slope (Western Cordillera) is estimated at 12–14 points due to a somewhat lesser seismic activity of the territory with the same high and deeply dissected ridges. Tension of geomorphologic settings of the extinct and active volcanoes chain, rimming Altiplano from the south-west, is estimated at 11–12 points.
Lahars, erosion and badlands forming on fragile volcanites are possible here along with gravitative processes (including debris avalanches).

The northern part of the western Andes mega slope within the studied area is represented by short differently oriented ridges of the Amotape-Chanchan zone with the absolute altitude, dividing ranges, of 600–3000 m with prevailing gravitative and seismic-gravitative processes, erosion and mudflows. Geomorphologic settings tension is estimated at 11–12 points.

Tension of 12–14 points were found for coastal densely and deeply dissected ranges with absolute elevations of up to 2500–3000 m. Within low coastal ranges (absolute altitude 200–300 m), tension reaches 12–13 points, and in coastal lowland plains it ranges from 7–9 points in the north to 11–12 in the central part. This variation is due to different seismic activity of the territory.

The Andean Eastern Cordillera in the north of studied territory is represented by block middle and high ridges and massifs, 1000–3000 m high. Gravitative and seismic-gravitative processes are dominating among dangerous and catastrophic processes and tension varies from 12 to 14 points. Southwards, deeply dissected block high mountainous ridges and massifs prevail (absolute altitude of 2000–4000 m), tension is 11–12 points and more rarely is 13 points. The eastern Andes mega slope also includes adjacent ridgy low-hills (absolute altitude of 500–1500 m) in the northern and the southern parts of the territory with dominance of gravitative and seismic-gravitative processes, fissuring and erosion. Geomorphologic tension of these areas is estimated at 9–11 points.

The central and the southern parts of the Andes axial region is occupied by Altiplano with absolute heights of 3000–4000 m, rimmed by the Western and Eastern Cordillera. In its northern, more dissected part (12°–17°S), erosion with gravitative processes is active and geomorphologic tension is estimated at 8–10 points. In the southern Altiplano, dissection is ten times smaller, plain lands with separate farewell rock massifs prevail and tension is 6–8 points.

According to the conducted mapping, it has been concluded that potential naturally determined geomorphologic tension of the Peruvian Andes western mega slope, which is the zone of the maximum risk of catastrophic processes, reaches 16 points. For the eastern Andes mega slope, this index is 9–12 points, rarely reaching 13, and for Altiplano, it ranges within 6–10 points. The important feature of the studied territory is the asymmetric distribution of both geomorphologic processes and geomorphologic settings tension on the Pacific coastal and near-continental slopes of the mountainous system.

CONCLUSION

The compiled maps allowed us to evaluate naturally determined intensity of the extent of geomorphologic processes of the studied regions, associated with geologic-tectonic and physiographic features of the territory, to isolate the potential risk zones and to analyze their location.

Thus, the map of geomorphologic tension can be considered as a stage of study and zoning, which allows selecting areas that are most at risk of unfavorable geomorphologic processes. It is very important for such dynamic, but actively explored regions of continental-margin mountain systems of the Pacific Ocean coast. The proposed method makes it possible, with a sufficient degree of objectivity, to identify territories of potential activation of geomorphologic processes in areas with high depth of erosional dissection, seismic hazard and a wide range of active geomorphic processes.

Comparison of material about two segments of the transitional zones of the Pacific Rim – the north-western and the south-eastern – allows...
confidently identifying common regularities of developing tension of geomorphologic settings of the marginal-continental Pacific Coastal region mountainous systems and isolating the zones of high risk of catastrophic processes: the areas of potential catastrophic processes are located near the edge of the continent in either case.

However, it became obvious that the used mapping scale can hardly consider all factors, which we initially were going to take into account, notably, the density of erosional dissection, types of precipitation, presence of highly seismic zones of linear structures intersection, active contemporary vertical and horizontal movements and others. All these are possible in case of a medium-scale mapping. The next step of further research on geomorphologic tension and forecast estimates of the risk of catastrophic processes is analysis of selected zones of maximum tension at larger scales. We propose [Lebedeva, 2015] to map these potentially the most dangerous sections at a scale of 1:500 000–1:1 000 000 considering additional factors listed above (Table 2). As a result, for the key areas identified earlier, regional zones of high geomorphologic tension and potential crises will be delineated on medium-scale maps. The next step is the identification of the most dangerous sections and within these new zones at a large scale (1:100 000).

Such an approach is justified for the selected region because of a considerable length of marginal mountain belts of the Pacific Rim. In the future, it will solve not only applied, but also the fundamental problems – evaluation of geomorphologic tension and distribution of areas of the maximum tension (where the risk of catastrophic processes is the highest) in the mountain systems the Pacific Ocean coast on the whole.
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BOTTOM SEDIMENTS IN DELTAIC SHALLOW-WATER AREAS – ARE THEY SOILS?

ABSTRACT. This article is based on long-term research of aquatic landscapes in the Volga River delta which was held in 2010–2012 and included investigation and sampling of bottom sediments in deltaic lagoons, fresh-water bays, small channels, oxbow lakes, and part of the deltaic near-shore zone. Contrasting hydrological regime and suspended matter deposition together with huge amount of water plants in the river delta provide for the formation of different types of subaquatic soils. The purpose of this research is to reveal the properties of the subaquatic soils in the Volga River deltaic area and to propose pedogenetic approaches to the diagnostic of aquazems as soil types. It is suggested to name the horizons in aquazems in the same way as in terrestrial soils in the recent Russian soil classification system, and apply symbols starting with the combination of caps – AQ (for “aquatic”). The aquazems' horizons are identified and their general properties are described. Most typical of aquazems is the aquagley (AQG) horizon; it is dove grey, homogeneous in color and permeated by clay. The upper part is usually enriched in organic matter and may be qualified for aquahumus (AQA) or aquapeat (AQT) horizons. In case of active hydrodynamic regime and/or strong mixing phenomena, the oxidized (AQOX or aqox) horizon, or property could be formed. It is yellowish-grey, thin, and depleted of organic matter. The main types of aquazems specified by forming agents and combinations of horizons are described.

KEY WORDS: subaquatic soils, soil classification, river deltas, aquatic landscapes, Volga River delta.

INTRODUCTION

The upper layers of sediments in shallow lakes, ponds, coves, marine shelves and deltaic zones are referred to as soils by some scientists starting with the famous soil scientist and micromorphologist W. Kubiena, who separated the trunk of Subaqueous soils from the trunk of Semi-terrestrial and Terrestrial ones as early as in 1953 [Soils of Europe, 1953]. In the last decades, the traditional perception of soil as of a natural-historical body on the earth surface with its genetic horizons and diverse ecological services (soil functions of [Dobrovol’skiy and Nikitin, 1986]) has been expanded over technogenic and some other objects. The first “technozems” for rehabilitated coal mining wastes appeared in 1989 [Yeterevskaya, 1989], the next were the oil-modified soils [Solntseva, 1998, 2009] and sealed soils in towns [Prokofieva, 1998], then soils of other industrial and mining areas [Burghardt, 1996; Rossiter, 2007]; finally such soils found their place in the World References
Base for soil resources – WRB [2006, 2014] as Technosols. Among natural objects, the organomineral bloom on the walls of caves was argued to be soil as well [Semikolenykh, 2012]. Most striking was the inclusion of extremely thin algal films on the surfaces and in the fissures of hard rocks investigated in Antarctic [Goriachkin, et al., 2014]. In this array of objects pretending to be soils, those in shallow water with a differentiation into discernible strata with diffuse boundaries and affected by biota are not the last candidates. This approach to some subaqueous bodies as to soils is proven by their inclusion into recent classification systems: the International system – WRB [2014], German system of 1975, and American Soil Taxonomy [1999]. They are absent in Chinese, Canadian, French, and Russian systems.

The history of subaqueous soil investigations is poor. Few publications are known in Russia [Batoyan 1983; Batoyan, Moiseenkov, 1988], simulation experiments with artificial gleying had some analogy with phenomena occurring in the underwater soils [Bloomfield, 1951; Zaidel'man, Narokova, 1978]. In landscape geochemistry, subaquatic landscapes are usually mentioned as final members of catenas [Perel'man, Kasimov, 1999], without specifying their soils. The tidal belts were studied not once by soil scientists, who identified special soils there, namely, acid sulfate soils [Krasil'nikov, Shoba, 1997] or Thionic Fluvisols of WRB, and there are no doubts on their pedogenic essence. At the same time, they seem to be intermediate members in the coastal soil-geochemical continuum: terrestrial alluvial soils – semiterrestrial acid sulphate soils – post-subaqueous soils [Kasatenkova, 2011].

A serious contribution to the subaqueous soils research was made by American scientists [Demas, Rabenhorst, 2001; Bradley, Stolt, 2003; Stolt, et al., 2011]. An important impetus for this research was an applied one: development of aquaculture of hard clams and oysters that require knowledge about the shallow-water environments [http://nesoil.com/sas/Ditzler_SubaqueousPaper_Draft.pdf]. Moreover, the subaqueous soils can be considered as a depot for pollutants. According to the isotope data analysis and, for example, heavy metals content, it is possible to follow the story of river landscapes pollution, and to assess the dynamics of pollution by comparing several water bodies in different places [Winkels et al., 1998; Chalov et al., 2016].

The thickness of subaqueous (or underwater) soil-like formations ranges from the first centimeters to a meter or even more. The reason to consider them soils is their vertical pattern resembling terrestrial (“normal”) soils with strata created by sedimentation of solids. In such underwater soils, the types of stratification patterns are repeated in similar environments, like types of soil profiles on the land; the transitions between strata are mostly gradual as between horizons in the majority of soils, and even some processes are common in terrestrial and underwater soils. In the latter, processes may operate in rather stable sites, where the currents are weak, and accumulation of bottom solid-phase substrates by sedimentation proceeds parallel to their pedogenic-like modification. Another important prerequisite is the growth of plants giving organic residues for humus-like layers to be formed in the upper parts of the underwater soils; fishes, mollusks and other animals surely contribute to accumulative and mixing phenomena.

Thus, among the numerous underwater objects only those may be identified as soils that meet the following requirements: (i) have a vertical differentiation; (ii) occur in shallow water bodies (< 2 m); (iii) are related to plants, either rooted, or floating. This means that they are in acceptable agreement with the classic Dokuchaev’s formula \( s = f(c, o, r, p, t) \); the ‘weaker links’ of this chain are climate and relief (c and r, respectively); their effects are mitigated by the water layer and partly replaced by currents and casual sedimentation controlled by the underwater topography.
The purpose of this research is to reveal the properties of solid-phase bodies in the Volga River deltaic areas that allow qualifying these bodies as soils, and to propose pedogenetic approaches to them. Tackling them as soils, allows applying the appropriate methods for their investigation, namely, pedogenetic and landscape geochemical, enabling more adequate sampling, in particularly for isotope identification. Moreover, for their sustainable management, their functioning as soils should be taken into account.

OBJECTS AND METHODS OF STUDY

The advantage of deltaic areas for identification of subaqueous soils is the contrasting regime (hydrological and geochemical) of the ‘river – sea’ system [Kasimov et al., 1999]. The present research is based on the data obtained from the field studies of the Volga River estuarine zones in 2005–2012 [Lychagin et al., 2011]. The objects of the investigation were deltaic lagoons, fresh-water small bays, big and small channels, and also the part of deltaic near-shore zone (Fig. 1).

The methods to study the underwater soils are specific for morphological research, and sampling, though they do not practically differ from the traditional methods used for analytical studies. Augering is the only means to obtain the profile and to identify horizons in it, which is rather a limitation versus the usual ‘field’ morphology: such common morphological properties as structure and consistence cannot be recorded; another limitation is the small horizontal size of the object determined by the diameter of the auger: 5–7 cm. However, there is also an advantage: all underwater soils are observed in similar conditions, and the inaccuracy caused by the differences in moisture content in terrestrial soils is avoided.

The following procedures were applied in the subaqueous soils investigation:

- morphological description of the whole thickness (profile) and of the individual layers (horizons), namely, thickness, color and its heterogeneity, texture, kind of transition, plant residues, and shell debris;

- pH, redox potential, and TDS express-test by HANNA-Instruments portable devices;

Fig. 1. The study area:

1 – The stations for studying water chemistry, suspended matter, and subaqueous soils in the Volga Delta;
2 – The key areas of the Astrakhan Biosphere Reserve, with a detailed study of subaqueous soils:
– granulometric analysis by Laser Particle Sizer “Analisette 22” (Fritsch GmbH, Germany);

– organic carbon content (by the method of Tiurin).

Unlike the methodology for terrestrial soils developed by several research groups and individuals [Soil Survey Manuals in the USA and USSR; FAO Guidelines for Soil Description. 4th edition. Rome; Rozanov, 1983], only first steps are made in respect of underwater soils, and the morphological methods of their studies should be improved and developed.

Nevertheless, investigations in the Volga delta key sites were performed during several years, in different seasons, and the variants of subaqueous soils were the same irrespective of the season, as well as the trends of processes recorded.

RESULTS AND DISCUSSION

The studies performed and analysis of rather scarce publications enable us to propose some operational terms for subaqueous soils and their horizons following the terminology and conceptual background of the ‘Classification and Diagnostic of Soils of Russia’ [2004]. The first and the main one is *aquazem* as a general term for solid-phase formations in shallow-water bodies. Although the name itself is linguistically an oxymoron as it combines two mutually excluding elements (water and earth), it was used for paddy soils in the early version of the Russian soil classification system [1997], but it was excluded from the later versions. Well-known Japanese pedologists – “fathers of paddy soils” Kawaguchi and Kiuma named them “aquorizems” in 1974. Hence, the term *aquazem* is “free” to be used for subaqueous soils.

Assuming the study objects – aquazems – to be soils, they are discussed in terms and aspects applied to soils: profile and horizons, properties, environments or soil-forming agents, geography, ecological services. 

*Horizons and profiles of aquazems, and processes responsible for their formation.*

The profile of aquazems is weakly differentiated compared to terrestrial soils, and is dominated by ‘cold’ grey or dusky color. Its thickness ranges from 5 cm to 50-60 cm and even more, and two or three distinctly discernible horizons are common. It is suggested to name the horizons in aquazems in the same way as it is done for terrestrial soils in the recent Russian soil classification system, and apply symbols to them starting with the combination of caps – AQ (aqua).

The upper layer is usually represented by organic (humus?) horizons. Their thickness and organic carbon content vary from 3 to 10 cm and 1.5 to 6 % of humus; these parameters depend on soil formation conditions, the most significant among them being the kinds of water plants and current speed. The significant thickness of the horizon was recorded only in case of rooted plants providing the stability of substrate on one hand and regular input of organic residues on the other hand. Additional sources of organic material are not excluded; these may be fish and animal excrements, terrestrial sediments removed by erosion into shallow-water areas. According to our data, the rate of sedimentation in the lower part of the Volga delta is about 2–5 cm per year [Winkels et al., 1999]. The uppermost horizon is about 10 cm (up to 30 cm) thick, dove-grey, and humus content reaches 6 %. More favorable for humus formation is the lotus (*Nelumbo spp.*) community, less favorable – the reed (*Phragmites australis*) one (Fig. 2); reed is hard to decompose and its residues preserve recognizable plant tissues. (Future research is needed to reveal the dependence of the topsoils on plant communities). Hence, two variants of upper horizons may be identified: aquahumus horizon – AQA and aquapeat horizon – AQT.

Floating plants: chilim (*Trapanatans spp.*), water lily (*Nymphaéa spp.*), floating moss (*Salvínia spp.*) etc. (Fig. 2) do not create any
stable horizon if the hydrodynamic processes are active, whereas if they are weak, the suspended material enriched in organic matter (erosion loss from terrestrial soils) is accumulated contributing to formation of a discontinuous greyish-blue horizon. Its thickness does not exceed 2–3 cm, and humus content is not more than 1–2 %.

In active channels, mixing of the upper part of aquazem profiles by currents results in the formation of a thin yellowish-grey oxidized layer tentatively named (AQOX) with a very low content of humus: less than 1 %. (Fig. 3).

**Soil-forming agents**

Most typical of aquazems is their aquagley AQG horizon – homogeneous in color and consistence, clay-permeated, completely dominated by dove-grey color; these features are the same as in terrestrial gleys. The AQG horizon gradually merges into the parent material – stratified bottom sediments. They are frequently enriched in shell fragments.

The physicochemical properties are rather homogeneous both throughout the profiles and among the soils. The pH values are close to neutral (see Fig. 3) in the upper horizons, and become weakly alkaline downward, which may be attributed to the stronger influence of marine water. Presumably, this trend may be also explained by the acidifying effect of decaying organic residues in the upper part of the profile. The humus profile pattern is similar to that in terrestrial soils, although sometimes it is irregular due to buried humus-enriched layers. Unlike terrestrial soils, this pattern is typical and is in no way related to translocation events. Redox potential values are always low, and vary in accordance with the hydrological regime and plant communities. The average value is about –80 to –100 mV, in all soils they decrease downwards to –120 to –150 mV; in oxidized horizons they may reach +80 mV.

The main prerequisite for aquazem formation is the shallow depth of the water body and weak currents. Depth limitation – less than 2 m of water above the soil, was introduced in WRB [2006], and it agrees well with the data obtained. In our case, it may be explained by the requirements of rooted plants to their environment, namely, illumination, alteration of seasons, and access of oxygen. Moreover, at shallow depth, the oxidation phenomena occur owing to wind paddling, as well as accumulation of fine particles from the suspended loads of river and/or sheet erosion on the shore. Seasons of the year are pronounced, although mitigated by the water layer. The latter is also responsible for
the permanently reductive environment. The location of aquazems in the deltaic area and the history of the latter also affect the aquazem properties. Thus, aquazems in the marine edge of the deltas (Fig. 4) exist in an alternating subaqueous deep- and shallow-water regimes; they have stratified profiles: clay strata alternate with the sandy ones containing shell fragments. Buried horizons may occur; they are dark, greyish and enriched in organic carbon.

In aquazems, like in terrestrial soils, the effect of parent material is distinct. Most soils of the Volga delta are formed on homogeneous silty loams, whereas specific soils are confined to the outcrops of contrasting rocks. For
example, aquazems on the outcrops of Khvalyn “chocolate” clays [Svitoch, Makshaev, 2015] have a shallow profile and a specific color of the lower horizon (Fig. 5).

The particle-size composition primarily depends on the flowage degree and current rate (Fig. 6). In large channels with high current rate, the coarsest fractions are
deposited; fine fractions are predominant in weakly flowing watercourses. On the marine edge with its contrasting hydrodynamic conditions, effects of wind and waves, and intense water mixing characterized by texture heterogeneity, which rather depends on vegetation contributing to sediment stability, fine-textured substrates are formed.

**Approaches to classification**

If accepting aquazems as soils, it seems reasonable to classify them within the framework of the new system of soil classification of Russia [2004], where the priority of soil properties is a basic principle. The data accumulated permit referring the aquazems to the trunk of synlithogenic soils, and provide a special aquazems order for them [Lychagin, Tkachenko, 2012]. For terrestrial soils, orders are specified by common trends of pedogenesis or by a common horizon; in our case both requirements are met. There is no need to argue the specific character of aquapedogenesis; as for a common horizon, the aquagley (AQG) horizon occurs in all aquazems. Following the rules of the classification system, types of aquazems may be specified by the combinations of horizons, hence, the following types may be recognized: typical (AQA-AQG-AQC-C), organogenic (AQT-AQG-AQC-C), oxidized (AQA-AQOX-AQG-AQC-C). The extension of studies is sure to find new types.

In American Soil Taxonomy [1999] the subaqueous soils refer to two suborders in two Orders: Wassents – subaqueous Entisols and Wassists – subaqueous Histosols. For the name of such soils the formative element Wass is used, which is derived from the German word “Wasser” for water. [http://nesoil.com/sas/Freshwater_Subaqueous_Soils_RIWPC.pdf]

There is also a special place for subaqueous soils in WRB [2014]. The Subaquatic is a Principal qualifier in the Reference Soil Groups of Histosols, Fluvisols, and Gleysols. In Chinese, Canadian, and French classification systems, subaqueous soils are absent.

**Geography of aquazems**

It seems clear that if all necessary conditions are met, aquazems are formed in any water body, such as river, lake, pond, water storage reservoir, etc. Thus, the same aquazems types were found in the Don and Kuban Rivers deltas. The main differences between deltas are lower variability of aquazems types because of more homogeneous conditions in the Don deltaic landscapes, and higher pH and TDS values in the Don and Kuban aquazems because of the stronger sea influence there compared to the Volga delta aquazems.

Presumably, there is a zonal differentiation of the subaqueous soils like of the terrestrial soils. Aquazems may be subdivided in accordance with the organic/mineral material ratio. Aquazems dominated by organic material are mostly confined to the northern areas – tundra, northern and partially middle taiga, as well as to wetlands in other zones; aquazems on predominantly mineral parent material are more common in southern taiga, broadleaved forests, forest-steppe, and steppe. The first group may be correlated with Kubiena’s organic subaqueous soils – Sapropel, Reed-Fen or Carex-Fen. The second group may resemble Gittja and Dy. It is not clear, whether the climatic (zonal) conditions affect the spatial differentiation of aquazems at a lower level.

Aquazems on the mineral substrates may be further differentiated in accordance with the chemical properties of the substrates. A special case is the artificial reservoirs since their bottom sediments are frequently composed of former terrestrial soils; moreover, some of these aquazems are enriched in organic material (remnants of former terrestrial plants) and artifacts. Aquazems compose their own ‘soil cover’ in a certain water body. It is regulated by ‘local’ topolithogenic factors that are more or less modified by the effects of currents.
The spatial diversity of aquazems seems to be lower than that of terrestrial soils, and there are at least three reasons for that.

1. More homogeneous and simple are the aquazems profiles, hence, lower is the 'aquapedodiversity'.

2. Whereas terrestrial soils have been studied during more than a century, the time dedicated to the aquatic soils reconnaissance hardly exceeds several years, and this relative homogeneity may decrease with the new knowledge acquired.

3. The aquatic environment is more homogeneous in comparison with the terrestrial soil cover owing to the mitigating effect of the water layer and particularities of the sedimentation process.

**Ecological services of the subaqueous soils**

Like the terrestrial soils, the aquazems perform several functions in the ecosystems. They serve as habitat for organisms and plants. Like the terrestrial soils, they could be changed and used for subaqueous agriculture, for example for algae cultivation, or shrimps and oysters production.

Furthermore, subaqueous soils, as the storage system, can accumulate pollutants, for example, heavy metals. Thus, in the Volga delta, the concentrations of the majority of heavy metals well correlate with the clay content in the subaqueous soils [Kasimov et al., 1999; Kasimov, Lychagin, 2002]. That is why, geochemical anomalies of heavy metals may be confined to the parts of watercourses with low current rates or with changes in redox conditions (mouths of channels on the marine edge, thickets of aquatic plants of the delta front); geochemical barriers are formed there, and fine particles are accumulated. The Volga delta is retaining a considerable portion of heavy metals [Kuryakova, 2011]. If the environment changes, for example, owing to the fluctuations of the sea level or river discharge, heavy metals may be re-mobilized from bottom sediments (or subaqueous soils) in suspensions and contaminate the river water. Understanding their functioning as soils will help predicting the risks of environmental pollution.

**CONCLUSIONS**

The review of publications and the experimental data obtained in the deltaic areas of the Volga River delta permitted applying a 'pedological' approach to the unconsolidated sediments under shallow water. They have much in common with terrestrial soils, and may be named aquazems.

In aquazems, like in terrestrial soils, *diagnostic horizons* may be identified: subaqueous analogues of the humus-accumulative and peat horizons, gley and redoximorphic horizons, parent material that may be calcareous due to shells. The thickness of horizons is less compared to that in terrestrial soils. Combinations of these (and probably some other) horizons correspond to several *types of aquazems*.

*Methods* to study aquazems' properties are basically the same as for terrestrial soils, although the number of morphological characteristics is less; among the analytical procedures, measurement of redox potential is expedient.

The *subaqueous soil-forming agents* perform their functions less obviously compared to terrestrial soils; most important is vegetation, primarily, the rooted plants, the effect of climate is mitigated by the water layer, as well as that of relief owing to currents, which partially perform the function of matter redistribution; parent material is mostly homogenous, since its particle-size composition is determined by the sedimentation regime within the narrow range of depths: 0.5 to 2 m. Time is rather short for aquazem profiles to be formed, as the deltaic areas have a pronounced seasonal and annual dynamics.
The *ecological services* of aquazems comprise: substrate for aquatic plants, habitat for bottom living organisms, accumulation and immobilization of pollutants. In the same time, “secondary” release of some pollutants caused by changes in the aquatic environment is not improbable, and once the changing currents may enhance the aggravation of pollution.
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COASTAL DYNAMICS OF THE PECORA AND KARA SEAS UNDER CHANGING CLIMATIC CONDITIONS AND HUMAN DISTURBANCES

ABSTRACT. Coastal dynamics monitoring on the key areas of oil and gas development at the Barents and Kara Seas has been carried out by Laboratory of Geoecology of the North at the Faculty of Geography (Lomonosov Moscow State University) together with Zubov State Oceanographic Institute (Russian Federal Service for Hydrometeorology and Environmental Monitoring) for more than 30 years. During this period, an up-to-date monitoring technology, which includes direct field observations, remote sensing and numerical methods, has been developed. The results of such investigations are analyzed on the example of the Ural coast of Baydaratskaya Bay, Kara Sea. The dynamics of thermal-abrasion coasts are directly linked with climate and sea ice extent change. A description of how the wind-wave energy flux and the duration of the ice-free period affect the coastal line retreat is provided, along with a method of the wind-wave energy assessment and its results for the Kara Sea region. We have also
evaluated the influence of local anthropogenic impacts on the dynamics of the Arctic coasts. As a result, methods of investigations necessary for obtaining the parameters required for the forecast of the retreat of thermoabrasional coasts have been developed.

KEY WORDS: coastal dynamics, cryolithozone, thermoabrasion, monitoring, multitemporal imagery, climate change, ice extent, wave energy, human impact, Pechora and Kara Seas.

INTRODUCTION

The development of natural gas extraction and transportation facilities on the coasts and shelf of the Russian Arctic seas requires construction of sea ports, approach channels, artificial islands, drilling platforms, terminals, ground-surface and underwater pipelines. The knowledge of natural processes, particularly coastal dynamics, is necessary for the geotechnical and geoeological safety during their construction and operation. The coastal zone in the polar regions is extremely sensitive due to the contact with the cryolithozone. The coasts of Barents and Kara Seas composed of frozen deposits have poor resistance to erosion. Considering eventual human impact and the ongoing and forecasted climatic change, coastal retreat rates may significantly increase in the coming years. Technogenic disturbances activate trigger mechanisms of wave-induced coastal erosion. Under the conditions of global warming and sea ice cover reduction; this effect is enhanced by the increase of the wave fetch, together with the duration of the ice-free period, when waves act directly on the shores. As a result, local human impact and climate change form a synergetic effect, due to which coastal retreat rates can double and even triple.

In the present study, we describe the methods of the coastal retreat rates’ determination, together with the assessment of the hydrometeorologic factors, mainly wind-wave energy, acting on the coasts. The key sites of investigations are the Varandey (Barents Sea) and Kharasavey (Kara Sea) industrial key areas, as well as the gas pipeline underwater crossing of the Baydaratskaya Bay, Kara Sea, where human impact has already brought in negative effects. To determine the speed of coastal retreat and shore zone profile deformations, approximately 120 permanent profiles for coastal dynamics monitoring have been established there in the 80–90s of the XX century (Fig. 1). Coastal dynamics monitoring from constant benchmarks is executed by direct measurements and by trigonometric...
leveling. An additional method of receiving an overview of multiannual coastal dynamics is studying multi-temporal aerial and satellite images of high and extra-high resolution.

An example of the results of such investigations and the analysis of the reasons of changes in the coastal retreat rates are provided for the Ural coast of the Baydaratskaya Bay; the hydrometeorologic factors are analyzed based on the data of the Marresalya hydrometeorologic station. Apart from that, the consequences of the unreasonable technogenic exploration are observed based on the examples of the coasts of Baydaratskaya Bay and of Varandey Island, Barents Sea.

FACTORS OF THE ARCTIC COASTAL DYNAMICS

For the Russian Arctic coasts, one of the crucial dangerous processes is thermal abrasion. According to its definition, thermal abrasion is the destruction of coasts and underwater slopes composed by frozen sediments. For the seas situated in the cryolithozone, thermal and thermo-mechanical abrasion is caused, on the one hand, by mechanical abrasion induced by the wave action, and, on the other hand, by the thawing of the frozen grounds.

As a result of active thermal abrasion and thermal denudation, the coastline retreats up to several meters every year. Despite the short period of active dynamics, when the sea is ice-free, morpholithodynamic processes in the Arctic coastal zone are extremely intense because of the low stability of the cliffs composed by permafrost (Fig. 2). The mean multiannual retreat rates of thermal abrasion coasts vary from 0.5 to 2 m per year in natural conditions. Within sections with massive ice beds outcropping in the cliff, such destruction often reaches catastrophic velocities of up to 5–10 m per year or more.

Thermal abrasion of sea coasts has been studied relatively well in the XX century. However, in the XXI century, hydrometeorological features of the near-earth layer of the atmosphere will inevitably change under the conditions of global climate warming which will, in its turn, cause changes in the hydrosphere and lithosphere. The increase of the ice-free period will lead to the rising impact of the wave action, which, in its turn, will cause mechanical abrasion intensification.

Fig. 2. Typical thermoabrasional coast of the Kara Sea
Other changes of the hydrometeorologic characteristics, namely the occurrence of strong cyclones and storm surges, will also influence the coastal dynamics.

The dynamics of typical thermoabrasional coasts are generally determined by the combination and interaction of two factors: the thermal factor and the wave energy factor [Ogorodov, 2008, Ogorodov, 2011] (Fig. 3).

The thermal impact is expressed in the transition of energy to the permafrost composing the cliff through its contact with air and water with the temperature above –1,8 °C. Correspondingly, the higher the air and water temperature is, and the longer the period with positive temperatures and the period of contact with sea water is, the more the thermal factor influences the coastal dynamics in permafrost areas.

The impact of the wave energy factor is expressed in the direct mechanical action on the coasts. Therefore the effect of this factor is determined by the intensity and duration of storms. The intensity of storms, in its turn, considerably depends on the length of the wave fetch (position of the sea ice border) and on the duration of the active dynamic period, when the water area is ice-free.

Under the conditions of global climate change and changes in the ice cover of the Arctic seas, forecasted for the XXI century, the influence of both the thermal and wave energy factors on the coasts will inevitably grow. The increase of abrasion will occur not only due to the intensive thawing of the frozen ground under the action of higher air and water temperatures and possible precipitation, but also due to the increased impact of the wave action on the coast, the growth of which is determined by the repeated storm winds, sea level rise and ice-free period prolongation.

The changes of the last decades are not unique. In the Holocene, and in the years 30–40 of the XX century, there have been many cases when conditions in the Arctic area were similar to the modern ones, with rising air temperature. Fluctuations in the rates of natural processes, including thermoabrasion, corresponding to warmer periods, often lead to the damage of constructions designed without taking into account the features of coastal dynamics in the coastal areas. These consequences are, in most of the cases, determined by the ignorance of the natural environmental mechanisms in the cryolithzone.
due to thawing (thermodenudation) and retreat due to wave action (wave abrasion). Only a proper sequence of repeated monitoring data can help to reconstruct the conditions of thermoabrasion and establish reliable correlations for active hydro- and meteorological factors that determine wave and temperature conditions.

Coastal dynamics monitoring from constant benchmarks is executed by direct measurements and by trigonometric leveling. The benchmarks are attributed to the Baltic-77 (Russian) system of heights. As a rule, 3 benchmarks are set (Fig. 4). The benchmark network for monitoring is usually set with respect to geomorphological and cryolithological composition of the shore. This helps to obtain integrative data on spatial and temporal variability of the processes of thermoabrasion at a relatively long coastal section.

A reliable method of studying coastal dynamics for relatively long time periods is the analysis of multitemporal aerial and space images [Ogorodov, Belova et al., 2011]. Among the archive space imagery, declassified Corona images shot between 1961 and 1970 are of particular interest, since they have medium resolution (4–7 m), good enough for coastal investigations. For a considerable part of the Arctic coast, modern space imagery of ultra-high resolution is available [Ikonos, QuickBird, Formosat 2].

The preparation of the obtained aerial and satellite imagery is the most important stage in the Arctic coastal dynamics investigations. Special attention should be paid to the spatial reference of the data. Ikonos and QuickBird images are provided with the world-files (reference files) created by the satellite’s orbit parameters. This kind of referencing is precise enough for coastal areas because the error between the heights on the terrain and the geoid level are negligible.

A more complicated task is the referencing of Corona satellite images which can only be obtained as a simple raster file. Ikonos and QuickBird images, as well as topographic maps and plans or field GPS-points can be used as benchmark data for these files. Because of their considerable coverage, Corona images have trapeze-like deformations in their peripheral part. For their referencing, special methods allowing the curvature of initial data (polynomial transformations, “rubber sheet” method) should be used. The main problem regarding the referencing of aerial and satellite imagery is the lack of stable points which is caused by little anthropogenic presence in the explored region. Consequently, hydrographic objects are often used in the georeferencing (rivers, lakes, ravines and hollows). By superimposing the received contours with the image and creating a set of verified reference points, precise enough correspondence can be reached.

After the referencing of all the multitemporal images available for the territory, the interpretation stage starts. One of the most wide-spread and well decipherable signs for thermoabrasion and accumulative coasts are the cliff line and the border of the continuous vegetation cover. Based on the satellite imagery, the cliff edge (for abrasion sections) and the continuous vegetation limit (for accumulative sections) are digitized. Sometimes, in case of aeolian processes influencing the beach and the littoral, for accumulative coasts, the border between the beach and littoral is digitized. It can either be determined visually by the difference in the color of these two landforms, or assessed based on the time and date when the image was taken, allowing calculating the height of

![Fig. 4. Coastal dynamics monitoring by trigonometric leveling](image-url)
the tide at that moment. By superimposing the limits of landforms, vectorised with the help of multitemporal satellite images, it is possible to assess the deformations of these forms, as such coastal retreat or progradation for a set time period. By satellite images, we can also determine the location and evolution of the underwater bars which are quasi-ephemeral landforms and can completely change their position during several years. Basing on the analysis of multitemporal imagery, interpretative maps of coastal dynamics are created (Fig. 5).

Methods of the wind-wave energy assessment


For deep-water conditions, when the sea floor does not influence the formation of waves, the wave energy flux per second (for 1 m of the wave front) at the outer boundary of the coastal zone is calculated using the equation similar to the one used in V.V. Longinov’s method [1966]:

\[ E_{0dw} = 3 \times 10^{-6} V_{10}^3 x, \]  

where \( V_{10} \) is the real wind speed measured by an anemometer at 10 m above sea level [m/s], \( x \) is the real or extreme distance of wave fetch [km] along the chosen wind direction. The dimension of the \( 3 \times 10^{-6} \) coefficient corresponds to the dimensions of \( \rho/g \), where \( \rho \) is density [gr./m³] (transformed into tons per cubic meter because of the big values, i.e. [t/m³]), \( g \) is gravitational acceleration [m/s²], i.e. is \( t/m^3 \). Thus, \( E_{0dw} \) has the dimension of \( tm/ ms^2 \), or t/s.

A similar equation for the shallow sea zone looks as follows:

\[ E_{0sw} = 2 \times 10^{-6} \left( \frac{gH}{V_{10}^2} \right)^5. \]  

where \( E_{0sw} \) has the same dimensions as in equation (1). Equation (2) is applied if two conditions occur: 1) the kinematic index of shallowness \( \frac{gH}{V_{10}^2} \) is less than 3 (H is the sea depth along the current wind direction expressed in meters); 2) the wave fetch \( x_{min} \) (in km) is great enough to generate waves:

\[ \frac{x_{min}}{H} \geq 6.5 \left( \frac{gH}{V_{10}^2} \right)^{0.4}. \]  

At \( \frac{gH}{V_{10}^2} < 3 \) water depths hamper the formation of wind-induced waves. At \( \frac{gH}{V_{10}^2} = 3 \) equation (3) becomes the following:

\[ \frac{gX_{min}}{V_{10}^2} \geq 30. \]  

From (4), the value of the extreme wave fetch for deep-sea conditions is obtained:

\[ x_{lim} = 3V_{10}^2. \]  

If any object like an island or a curve of the coastal line is closer than \( x_{lim} \), the wave fetch is equal to the distance to this object, if not – it is determined by the formula (5).

Coastal wave abrasion is possible during the ice-free period. The longer it is, the greater the effect of wave action on coastal dynamics is. To calculate the energy coming to the shore from a given direction (Ed) during the ice-free period, the instantaneous flux \( E_o \) is multiplied by the ice-free period duration expressed in seconds (n×86 400, where n is the number of ice free days) and by the current wind speed (v) and direction (d) frequency (\( \rho_{dv} \) calculated over the ice-free period):

\[ E_{dv} = E_o \cdot n \cdot 86400. \]
Fig. 5. Interpretative scheme of coastal dynamics for the Ural coast of the Baydaratskaya Bay, Kara Sea:
After that, the winds with all speeds which occurred are summarized:

\[ E_d = \sum_{\varphi=6}^{\varphi_{\text{max}}} E_{d\varphi}. \]  

(7)

It was shown in [Sovershaev, 1981, 1982] that the effect of weak winds (with velocities less, then 6 m/s) is negligible. That is why wind speeds higher than 5 m/s are taken into calculation.

The total amount of wind-wave energy (E) coming to a 1 meter long shore strap is calculated as the sum of Ed over all the wind-wave-dangerous directions, i.e. directions providing waves directed towards the coast:

\[ E_d = \sum_{d=d_1}^{d_{\text{max}}} E_d = \sum_{d=d_1}^{d_{\text{max}}} \sum_{\varphi=6}^{\varphi_{\text{max}}} E_{d\varphi}. \]  

(8)

The total energy flux vector is calculated as a geometric sum of fluxes of wave-dangerous directions. It is divided into along- and across-shore components (Fig. 6).

**RESULTS AND DISCUSSION**

*Wind-wave energy interannual variations (the hydrometeorologic factor of coastal dynamics)*

The intensity of erosion of the sea shores and underwater slopes erosion is determined by the action of waves and excited currents. As far as waves in the Russian Arctic seas are generated mostly by wind, wind conditions are crucial in the formation of the wave energy flux. The waves act on the shores during the ice-free period. The seasonal coastal retreat rate is determined by the wave energy flux coming to the shoreline, which, in its turn, depends on the ice-free period duration. Storms provide the largest contribution to the total amount of wind-wave energy. The climate change of the latest decades is expressed both in ice and wind conditions changes. Satellite and ground-based ice observations show a reduction of the Arctic ice cover and an extension of the ice free period [http://arctic.atmos.uiuc.edu/cryosphere; Obzor... 2012].

The western Yamal region is good for the investigation of these processes because of its long observation history: the Marresalya station has held hydrometeorological observations (including ice monitoring) since 1914 and coastal dynamics monitoring is conducted from the beginning of the 80s (Fig. 1). As the climate of the Russian Arctic seas is characterized by a maximum of wind velocity and by the greatest number of storms in October-November, the shift of the end of the ice-free period towards winter would result in shoreline exposition to more and more severe storms. That would lead to coastal erosion intensification.

Using the Popov-Sovershaev’s method [Sovershaev, 1980], the wind-wave energy of the ice-free period was calculated for the Marresalya station. The duration of the ice-free period in days is also shown on the graph (Fig. 7a). The analysis of the interannual variability of these values shows that the wind-wave energy flux generally increased.
from 1977 to the present day, while the ice-free period experienced an extension (Fig. 7). However, these two parameters do not always show a direct agreement. For instance, in spite of the increasing ice-free period duration in 1998-2004, the wind-wave energy during this period, on the contrary, dropped due to a revealed period of weak wind activity [Ogorodov, 2011]. Combined retrospective analysis of storm events and interannual variability of the wave-energy flux can establish the presence and nature of their relation and, as a result, the potential of coastal erosion. In some years, in spite of high wind-wave energy, the ice-free period doesn’t include the time of the Autumn storms, and therefore coastal destruction is minimal. However, with the increase of the ice-free period, these storms can dramatically increase the energy of waves affecting the coasts.

In Fig. 7b, it can be seen that the annual maximum of the wind-wave energy is usually referred to spring and autumn. If the sea is free of ice at that moment, the energy reaches the coast. This happened in the years 2005–2010, when the heaviest September and October storms fell into the ice-free period. As a result, a maximum of the wind-wave energy interannual variability was observed in this period. This occurred due to the high frequency of winds blowing from the open sea, generating the biggest waves, during that time. The frequency of north-westerly and west-north-westerly winds, providing the most part of the wind-wave energy flux, increased twice during the period of 2005–2010 compared to the previous years. As the wind frequency is governed by atmospheric circulation, such an anomaly shows global circulation changes in the Kara Sea region connected with the climate change.
The same patterns of wind-wave energy changes and consequent coastal retreat rates’ increase were observed not only for the Kara Sea, but also for other parts of the Arctic, like the coasts of the Beaufort Sea in Alaska, where in 2007, in the conditions of an increased ice-free period, the rates of coastal retreat reached 25 m per ice-free season [Jones et al., 2009]. It has been noted that the duration of the open water season expanded from 45 days to 95 days during the period from 1979 to 2009 on the coasts of the Beaufort Sea, resulting in the fact that the exposure of the coastal cliffs to sea water increased by a factor of 2.5 [Overeem et al., 2011].

Climate change in the Arctic is also expressed in the wind speed decrease from the middle of XX to the beginning of XXI, especially noticeable at the Arctic shores [Vautard et al. 2010]. The reduction of the average wind speed occurs due to the decrease of strong winds frequency. At the same time, the number of calm days is getting lower too. At Marresalya station, changes in the ice-free period wind speed distribution are not related to the intensification or calming of the storm activity. There are periods of high and low storm activity (for the winds with the speed of more than 10 m/s). July–October of 1982–1996 are characterized by an increased number of storms. This is the case when the ice-free period end shifting towards winter extends the shore exposition to waves but does not necessarily result in the increase of the number of storms. The summers of 1997–2004 are the calmest. The wave energy minimum is caused both by small ice-free period duration (1998, 1999) and low storm frequency. The high values of wind-wave energy in 2000 appear because of high open water period duration and in 1980 – due to intensified storms in October. The same happened in 2005–2010, when, due to the extension of the ice-free period, the heaviest Autumn storms happened when the sea was ice-free. Data from the coasts of Alaska, based on time-lapse photography [Overeem et al., 2011] indicate that considerable erosion can happen even in one single storm; therefore this increase of the ice-free period in Autumn can significantly influence the rates of thermoabrasion. The frequency of wave dangerous wind directions in October is higher than in November and September, and the wave dangerous storms’ activity and the wind-wave energy values are the highest in October. That’s why the presence of October in the ice-free period is crucial. In this way, the wave-energy flux and the related coastal retreat depend on several interconnected factors which may act separately or jointly enhancing or weakening each other.

**Interannual variations of coastal retreat rates (the Ural coast of the Baydaratskaya Bay)**

The Ural coast of the Baydaratskaya Bay is composed by permafrost and is retreating with the average rates of 0.5–4 m/year. The stationary observations of the coastal dynamics have been conducted here by the Laboratory of geoecology of the North since 1988. In 2009, works on the construction of the underwater pipeline “Bovanenkovo-Uhta” crossing were made; therefore before that, coastal dynamics in natural conditions were observed, and after that they were affected by the influence of coastal constructions.

The profiles for the coastal dynamics monitoring are set in different geomorphological conditions (Fig. 8). In the north-west of the key area, a terrace with the heights of 10–18 m comes to the coast. In its central part, a low terrace of 4–10 m height with relatively high ice content is divided into several fragments by river valleys. In the south-eastern part, low laida (high water surge berm) with numerous lakes is situated. This laida can be covered by water during the highest surges and floods. As it can be seen from the retreat rate diagrams in Fig. 8, the coasts of the low terrace and laida generally experience a faster retreat. This retreat can be especially noticed in the last several years, with the increase of the wind-wave energy coming to the shores due to the prolongation of the ice-free period and changes in the wind patterns. The low coasts are, with all
Fig. 8. Schematic map of the spatial and temporal variability of thermal abrasion coast of the Ural key area of Baidaratskaya Bay coast
other conditions being equal, less resistant to erosion than the high ones because with the same volume of material removed, the coast of, for instance, 20 m height will retreat by 1 m, while the coast of 1 m height will retreat by 20 m.

Not only spatial, but also temporal variability is characteristic for the retreat rates of the Ural coast. In general, two peaks of increase in retreat rates are observed: in 2005–2007 and in 2009–2012 (Fig. 9, 10).

In 1997–2005, a negative peak is seen for all the profiles. It coincides with a minimum in wind-wave energy due to little occurrence of storm events, in spite of an increase of the ice-free period. After that, in 2005, 2006 and 2007, the increase of the ice-free period continued and coincided with an increase in the wind-wave energy flux, which resulted in periods of Autumn storms and winds falling into the ice-free period, as mentioned above. As a result, most of the profiles show a 1.5–2 times increase of retreat rates compared to the average. The most affected were profiles 20 and 21, which showed a rate of 2.6 and 2.9 m/year in 2006–2007, respectively. These profiles are situated on a low terrace, which is, in natural conditions, destroyed quicker than the higher terraces. Probably, during the autumn storms of 2005 and 2006, most part of the low (4–10 m) cliff was directly affected by waves.

In 2007–2009, all the profiles show a negative peak in destruction rates again, although the wind-wave energy remained high. The negative peak, characteristic for the Ural coast for these years (unlike the Yamal coast, where higher retreat rates were observed) was caused by relatively low temperature during these years, which prevented ground ice and permafrost from thawing.

In 2009–2012, after the construction of the underwater pipeline crossing, a new, even more dramatic, peak of retreat rates is observed. The biggest retreat values were from 6 to 18 m/year, which is a record for the observations within the Ural coast. Profile 21, situated on low laida, reached a maximum retreat rate in 2009–2012, after the constructional works. Profile 28, which is situated within the coast of accumulative type and didn’t retreat at all before 2009, showed a dramatic jump in the destruction rates in 2009–2013. The coast retreated by 55 m, which corresponds to an average rate of 18 m/year. The reason of such dramatic change lies in the road which came through the beach at this segment, with several heavy vehicles a day passing on the beach and littoral. In 2012–2013, this segment didn’t retreat more than 3 m.

In general, there was a slight increase in the wind-wave energy in 2009–2012; however, it didn’t exceed the typical values. Therefore the reason of erosion activation lies in processes connected with the technogenic impact.
In the last period of 2012–2013, rates of coastal retreat were, for most of the profiles, lower that the average values. Profile 17, 20 and 26 are an exception. The activation of abrasion for profile 20 is not extreme: the coast has already retreated here quicker in 2009–2012. In general, alteration of periods with high and low rates is characteristic for these profiles. For low rate periods (1988–2006, 2007–2009), typical values are 0,2–0,7 m/year, while for high rate periods (2006–2007, 2009–2013), 2,6–3,0 m/year are observed. It can be noted that average values were never observed. Such behavior is probably caused by the lithology of the coast within profile 20. Fine-grained sands here are overlain by peat. During “usual” years, the peat cover protects the bluff from erosion; this is why low retreat rates are observed. However, once every several years, a layer of peat falls from the edge of the cliff, which retreats several meters at once, providing a high erosion rate.

For profile 17, rates of retreat, close to those observed in 2012–2013, were noted before 2005. In 1991–1997, the average rate here was 1,4 m/year, and in 1997–2005 – 1,3 m/year. As both of these periods cover several years and an average rate is provided, it is highly probable that the retreat rate during some of these periods exceeded 1,6 m/year.

Therefore, the only area for the Ural coast of the Baidaratskaya Bay which experienced extreme retreat rates in 2012–2013, was profile 26. The coast retreated 12 m during 1 year, despite that, before, annual retreat rates didn’t exceed 6 m/year. The coast here is accumulative, and the retreat is expressed not in cliff abrasion, but in displacement of the beach-slope landwards. Unlike the beach of full profile, which can migrate both seawards and landwards, a beach-slope retreats inevitably. The reason is that from the landward side, such beach transits into a laida, and therefore a washaway of such a beach will result in the laida destruction, not always even visible morphologically.

It should be noted that retreat was observed here even before the technogenic impact in 2005–2009. This testifies that coastal destruction is a natural process for this area, in spite of its accumulative morphology (the so-called retreating accumulative shore). However, the rate of retreat observed in 2012–2013, is not characteristic for the natural conditions of this coast. Such active retreat was caused by technogenic impact, and namely vehicles constantly driving on the beach as well as on adjacent laida.

It should be noted, that since the construction of the underwater pipeline, for areas where extreme abrasion rates were observed in 2009–2012, this trend didn’t continue further on neither of the profiles. Interestingly, profiles 26, 27 and 28, situated in an area of alternation of thermoabrasional and accumulative coasts, are continuing to retreat in 2012–2013. This behavior can be connected with the movement of vehicles, because, before the latest time, coastal stability prevailed.

Average rates of coastal retreat on the coasts of the Kara Sea show steady growth (from 0,5 to 4 m/year on the average for all profiles, and up to 6 m/year for separate profiles). Similar values and trends were also noted for the eastern part of the Russian Arctic: erosion rates on Muostakh island, Laptev Sea increased from –1,8 ± 1,3 m/a since 1951 to 3,4 ± 2,7 m a–1 on average during the 2010–2013 observation period [Guenther et al., 2015]. However, in the American Arctic, greater velocities of coastal destruction were noted: the mean annual erosion rates at some locations of the Beaufort Sea coasts increased from 6,8 m/year in 1955–1979 to 13,6 m/year in 2002–2007 [Jones et al., 2009].

The human-induced factor of coastal dynamics

The Varandey region is a negative example demonstrating the need for a well-developed, ecologically grounded approach to further exploitation of coastal regions. The main objects of oil transportation infrastructure
here have been built on a marine terrace with an average height of 3–5 m formed during the Holocene transgression. The terrace is represented by a series of barrier islands and barrier beaches. Its width reaches 2–6 km. The terrace is composed of fine sand unit underlain by peat-grass pillow. The cryogenic structure of the terrace sediments is characterized by low ice content (Novikov and Fedorova, 1989). Frontal and seaward, part of the terrace is covered by an avandune (ridge-like dune belt) reaching 5–12 m asl. At the distal parts of the barrier beaches, the avandune turns into a series of ancient and young barrier ridges corresponding to different stages of the evolution of barrier beaches and barriers-sorts. Barrier ridges have been considerably reworked by aeolian processes. The inner parts of the terrace behind the dune belt are laidas (surge flood plains) of up to 2,5–3 m high with two levels corresponding to the low and high surge.

At present, under natural conditions, most of the First terrace is being eroded at a rate of 0,5–2,5 m per year. The abrasion coast has an erosion scarp cut in aeolian-marine fine sands. During years with extraordinarily strong fall storms, the slope is eroded and becomes steeper for a short period of time. Thermoabrasion does not, in fact, erode the slopes of the Holocene terrace. The latter is destroyed due to relatively high average annual ground temperatures, small ice content and a considerable thickness of the layer of seasonal melting. Coastal erosion is determined by a combination of different factors including the deficit of coarse-grained beach-forming material (the discrepancy between the grain size and hydrodynamic conditions), a poorly developed profile of the submarine coastal slope, and high gradient of the avandune slopes.

Active exploitation of the Varandey industrial area started in the 1970s. The Varandey Island experienced the strongest human impact. The main industrial base was formed here, and a new settlement for 3 thousand inhabitants, was built (Fig. 11). The well-drained dune belt of the Holocene terrace, composed of sand beds with low ice content, was chosen as the place for the settlement, oil terminal and storehouses, because it seemed to be more stable from the engineering-geological point of view than the surrounding swampy tundra lowland.

The construction of the settlement and industrial base practically at the edge of the
abrasion cliff demanded repeated withdrawals of sand and sand-pebble sediments from the avandune and beach. This is extremely dangerous for the zones of wave energy divergence [Popov et al., 1988], especially in zones that have been eroded before. Within the zone of industrial exploitation, the coastal bluff and the coastal zone experienced considerable mechanical deformations of the landforms because of transport ramps, mechanical leveling of coastal declivities and other human disturbances [Ogorodov, 2005]. Uncontrolled use of transport and construction vehicles including caterpillars caused the degradation of soil and plant cover of the whole dune belt of Varandey Island. Under the conditions of deep seasonal melting, the dune belt formed of fine sands experienced deflation and thermoerosion. The extent and rate of these processes has been so great that in several places the surface of the island became 1–3 m lower than before the period of exploitation. Deflation hollows became widespread. Numerous deflation-thermoerosional gullies formed in the bluff. As a result, the bluff became lower, its homogeneity was disturbed, the volume of sediment supplied to the coastal zone decreased and, finally, the coasts became less stable, and their rates of retreat increased. Coastal protection at Varandey settlement caused a decrease in sediment supply to the adjacent areas and, hence, their erosion.

Under the existing conditions of intensive human impact, the coastal erosion rate increased considerably in the mid- to late seventies. In some years at some sites it reached up to 7–10 m/year. The rates of coastal retreat slightly decreased, down to 1,5–2 m/year, after the coastal-protection construction was built near the Varandey settlement. However, they remained high in the adjacent areas. Recent measurements have shown that the rate of coastal retreat in the region around the settlement increased and reached 3–4 m/year: that is twice and more as high as in the regions that are not affected by human activity. The acceleration of coastal and underwater slope erosion has contributed to the self-excavation of the underwater pipeline to the surface. As a result, it was pulled out from the bottom by the sea ice impact [Chernikov, 2006]. After an earth-dam and a bridge were constructed in the eastern part of the Varandey Island, the height of storm surges increased. The latter is an important factor of coastal dynamics. Previously, during high surges corresponding in time with tides, water was partly flowing into the branches and channels, thus lowering the surge height and decreasing its influence on the coast. On July 24, 2010, an extreme storm surge completely flooded the Varandey Island, and penetrated several kilometers inland. Enormous damage was made for oil infrastructure.

The negative experience of Varandey area development was not taken into account during the construction of gas transportation facilities on the coasts of the Kara Sea. The section of the coast of the Yamal Peninsula (Baydaratskaya Bay) at the underwater crossing Yamal-Europe can be an example. The following types of direct human impact on the relief have been documented: construction of large artificial positive landforms, which leads to additional sediment income to the coastal area in a given place; construction of artificial concave landforms, removal of sand material from the beach, tide flats (Fig. 12) and from the underwater shore slope, which leads not only to erosion and narrowing of tide flats and of the beach, but also to changes in the position of submerged systems of bars; deformation of the surface of mud flats, beach, coastal barrier and laida during construction and during motion of heavy track machines or heavy vehicles as well as destruction or disturbance of soil and vegetation cover, which leads to intensification of erosion.

Among the results of human impact, the following changes are distinguished: appearance of anthropogenic accumulative forms in the coastal area connected with the change in the sediments drift; appearance of hollow forms on the beaches and tidal flats caused by the intensification of erosion.
resulting from the disruption of sediment transportation or from the change in the profile of the beach; intensification of deflation at the disturbed surfaces. Due to the fact that the places of extraction of constructional materials were not considered in advance from the perspective of morpholithodynamic situation, the extraction of sand material for constructional purposes is carried out without a certain plan and without consideration of the consequences. Sandy material is most actively extracted from the surface of the barrier beach between the nearest river mouth and the cofferdam. The surface deformation and the vegetation destruction at the barrier beach leads to the intensification of deflation. This creates sediments deficit in this coastal area, which leads to its erosion. The construction of the cofferdam where the pipeline lies resulted in the accumulation of sediments in the entrance corner to the south of the cofferdam and in the erosion of the coast to the north from it. In natural conditions, the barrier beach completely absorbs the wave energy even during extreme storms [Kamalov et al., 2006]. Changes in the barrier beach morphology cause the changes in the conditions of waves’ destruction and, therefore, changes in the entire morpholithodynamic regime that can lead to unfavorable and hazardous consequences. The coastal system will tend to reach a new equilibrium, which will cause off- and onshore topography reforming with the rates that were not considered in the construction project. In order to reduce the impact of the pipeline construction on coastal systems, the first required thing is stopping the removal of sediments.

As the Ural coast mentioned above, the Yamal coast also experienced an increase in the retreat rates in 2005–2010, right after the removal of sediments and the increase of the traffic of heavy vehicles of the beach. Unlike these two sites, at the Kharasavey area, where no considerable constructional works were executed in 2005–2010, the rates of retreat experienced only a slight increase. This proves again that such a dramatic peak in abrasion of the Ural and Yamal coasts of the Baydaratskaya Bay was caused not only by natural processes connected with climate change and wind-wave energy increase, but were enhanced by unreasonable human activity, which strengthened the negative natural effect.
CONCLUSIONS

During the last decades, the Arctic coasts have experienced relatively quick changes. On the one hand, they are caused by the changing climate leading to higher summer air temperatures and longer ice-free period duration leading to sometimes dramatic increases of the wind-wave energy affecting the shores. On the other hand, unreasonable human activity can easily enhance the negative effect of the climate change, leading to redistribution of the natural morpholithodynamic systems causing catastrophic coastal retreat. Among this negative impact, the removal of sediment from the beach, tidal flat and laida, especially at low coasts, can be considered the most dangerous process.

A truly responsible decision-making towards the strategy of developing the northern coasts of Russia and constructing new facilities has to be based on integrated knowledge of the ongoing environmental processes, in particular coastal dynamics. The ignoring of this issue may cause irreversible damage to both the coastal geosystems and the facilities themselves, which, once they are destructed, may lead to enormous environmental implication.
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OPTICAL PROPERTIES
OF LAKE VENDYURSKOE

ABSTRACT. We conducted a field study on light conditions in a small boreal Karelian Lake Vendyurskoe over two years. Albedo of ice-covered lake varied from 0.9 to 0.1, and the euphotic zone depth exceeded 3.5 m during the melting stage. The Secchi disc depth changed from 2.5 m after ice-break to 3.7 m at the stage of early summer. The vertical distribution of the photosynthetically active solar radiation (PAR) attenuation coefficient for water $K_w$ was characterized by high spatial (vertical) and temporal (seasonal and interannual) variability which can be connected with the dynamics of plankton cells. The highest values of $K_w$ reached 2–2.8 m$^{-1}$ in the upper 0.5 m layer of a water column, and decreased to 0.5–1.5 m$^{-1}$ with increasing depth. The highest values of $K_w$ were marked in the end of ice-covered period.

KEY WORDS: ice-covered lake, albedo, photosynthetically active radiation, under-ice irradiance, PAR attenuation coefficient.

INTRODUCTION

Solar radiation is one of the most important parameters in functioning of the lake ecosystem. Radiative heating of water, spring under-ice convection, photosynthesis, the daily activity of the plankton and fish community – all of these processes are determined by the flux of solar radiation penetrating into a water column [Zaneveld et al., 1981; Mironov & Terzhevik, 2000; Mironov et al., 2002; Reynolds, 2006]. Snow-ice cover, high water color and turbidity, and large concentrations of phytoplankton in the surface layers of the reservoir are the key factors that limit the penetration of solar radiation into a water column [Chekhin, 1987; Arst et al., 2008]. The attenuation of the solar flux within the snow-ice cover has been studied quite well [Petrov et al., 2005; Arst et al., 2006, 2008; Lei et al., 2011; Zdorovennova et al., 2013]. At the same time under-ice light measurements are rare and often limited to the upper meter of a water column [Leppäranta et al., 2003; Arst et al., 2006]. Thus, parameterization of attenuation of the solar radiation within ice-covered lakes is an important task of modern physical limnology.

In order to obtain a better knowledge on the distribution of light in shallow ice-covered boreal lakes, we performed field measurements of solar radiation fluxes at the upper and lower boundary of ice and within a water column of Lake Vendyurskoe (Karelia, Russia). The aim of research was to study the spatial and temporal dynamics of PAR flux in a water column during late winter, spring, and early summer.

MATERIALS AND METHODS

Measurements of solar radiation fluxes were carried out on a small Lake Vendyurskoe located in the south of Karelia (62°10′N,
Lake Vendyurskoe is a shallow lake of glacial origin. Surface area of the lake is 10.4 km², volume is 54.8 \( \cdot 10^6 \) m³, maximal and mean depths are 13.4 and 5.3 m, respectively. The duration of the ice season is 5–6.5 months: the ice-period starts between the first half of November and the beginning of December, and the ice-break occurs in the first half of May [Petrov et al., 2005; Zdorovennov et al., 2013].

Measurements of solar radiation fluxes at the surface of snow-ice cover and PAR-fluxes into a water column were conducted on 21–24 April 2013 and 26–31 March 2014 when the radiatively-driven convection under ice was in progress. Also PAR fluxes were measured during open water on 8 May 2013, 17–18 June 2013, 20–21 May 2014, and 11–15 June 2014. All measurements were performed at 1-min intervals.

The measuring station with a depth of 7.2 m was located at a distance of 300 m from the northern shore of the lake (Fig. 1, A). During the ice-covered period pyranometers were mounted on a special holder at a height of about one meter above the ice surface (Fig. 1, B). The downwelling and upwelling planar irradiance at the surface of snow-ice cover were measured with a “Star-shaped” pyranometer (Theodor Friderich & Co, Meteorologische Gerate und Systeme, Germany). Downwelling planar irradiance at the lower boundary of ice was measured with M-80m universal pyranometer (Gydrometpribor, USSR).

Measurements of PAR flux at the lower boundary of ice and within a water column were performed using sensors JFE Alec MkV-L (“Alec Electronics”, Japan, 390–690 nm, range 0–2000 \( \mu \)mol \( \cdot \) m\(^{-2} \) \( \cdot \) s\(^{-1} \), accuracy \( \pm 4 \% \) FS, resolution 1 \( \mu \)mol \( \cdot \) m\(^{-2} \) \( \cdot \) s\(^{-1} \)). The PAR sensors were attached to the fishing line at intervals of 0.5–1 m to the depth of 7.2 m. The top sensor was located directly under the ice or at the depth of 0.2 m during open water measurements. A scheme of the observational site during ice-period is shown in Figure 1, B.

The Secchi disk depth was measured during open water surveys in May and June 2013. The thickness of the snow and ice at the station of radiation was measured twice a day during 21–24 April 2013 and 26–31 March 2014.

The albedo \( \alpha \) was calculated as a ratio of downwelling \( E_d(0) \) and upwelling \( E_u(0) \) global irradiances at the surface of the snow-ice cover:

\[
\alpha = \frac{E_u(0)}{E_d(0)}
\]  

Assuming exponential decay of PAR in a water column, the PAR attenuation coefficients for water \( K_w \) was calculated using the measured values of PAR at the top sensor and at different depths in water:

\[
K_w(z, z_1) = -\frac{1}{z_1-z} \ln \left( \frac{E_d(z_1)}{E_d(z)} \right) 
\]

The depth of the euphotic zone (the euphotic zone is a layer of the water column at the lower boundary of which irradiance drops to 1 % of the surface value and less [Jerlov, 1976; Chekhin, 1987]) was estimated based on the measurements of irradiance on the upper and lower boundaries of the snow-ice cover taking into account the albedo and calculated values of \( K_w \) as in [Kirillin et al., 2012]:

\[
z(1\%) = \ln[100(1 - \alpha)\tau]/K_w
\]

where \( \tau \) is the light transmittance of the snow-ice cover, defined as the ratio of transmitted irradiance to incident irradiance,

\[
\tau = \frac{E_d(z)}{(1-\alpha)E_d(0)}
\]

Here \( E_d(z) \) is the downwelling planar irradiance at the lower ice boundary.

Data from the weather station “Petrozavodsk” closest to Lake Vendyurskoe were used in the analysis of the weather conditions. Visual observations of cloud cover were conducted every three hours daily throughout the measurement period.
Fig. 1. Bathymetric map of Lake Vendyurskoe with the measurement station (black triangle) (A). A scheme of the observational site in April 2013 and March 2014 (B).

1–3 – pyranometers; 4 – foam plates; 5 – cable; 6 – console; 7 – tripod; 8 – laptop; 9 – PAR sensors; 10 – anchor
RESULTS AND DISCUSSION

Ice cover period

Weather and ice conditions differed significantly in April 2013 and March 2014. Intensive ice melting caused by the warm overcast weather (the air temperature reached +13 °C at daytime and decreased to −3 + 4 °C at night) was observed from 21 to 24 April 2013: the thickness of the ice-sheet decreased by 10 cm over four days (from 41 to 31 cm). The thickness of the white ice on 21 April was 6 cm, and that of congelation ice 35 cm. During the four days of observations, white ice melted completely, and the thickness of congelation ice decreased by four cm. The albedo of the lake’s surface reduced from 0.35 to 0.13 over the same period, and light transmittance ranged between 0.4–0.5.

In contrast, the weather was cold on 26-31 March 2014. The air temperature increased to +4...+7 °C at daytime on 26 and 27 March, and +1 °C on 28–30 March. The night air temperature dropped to −1...–7 °C. It was clear on 26–28 March, it was cloudy on 29–30 March, and it snowed. The thickness of white ice was 10 cm and of the congelation ice 30 cm at the first day of observation. Each layer has decreased by one cm during the measurement period. The albedo was 0.35–0.45 during the first three days of measurements. On 29 March after the snowfall, there was a sharp increase in albedo to 0.85–0.9; albedo remained at a high level of 0.75–0.8 during the next three days. The light transmittance in the first days of measurements reached 0.3–0.4; after the snowfall, it decreased to 0–0.05.

The daytime maxima of downwelling planar irradiance at the surface of the snow-ice cover reached 550–800 W·m⁻² on the background of clear or slightly overcast sky, and did not exceed 350 W·m⁻² under completely overcast during both surveys. The downwelling planar irradiance at the lower ice boundary reached 100–200 W·m⁻² during measurements of April 2013, and did not exceed 100 W·m⁻² on 26–28 March 2014. After the snowfall on 29 March 2014, the flux of solar radiation on the lower boundary of ice was significantly reduced.

The daily maxima of PAR flux reached 1500–2000 μmol·s⁻¹·m⁻² at the lower boundary of ice on 21–23 April, and 900–1000 μmol·s⁻¹·m⁻² on 26–28 March 2014; after a snowfall on 29 March, it fell down to 200 μmol·s⁻¹·m⁻² and did not exceed 50 μmol·s⁻¹·m⁻² on 30–31 March. The PAR flux decreased rapidly with depth: it was close to zero at a depth more than 3–4 m during both surveys.

On 21–24 April 2013, the depth of the euphotic zone, z(1 %), ranged within 3–3.8 m. On 26–28 March 2014, z(1 %) reached three meters and then, after a snowfall, rapidly decreased to zero.

Since the PAR flux at different depths of a water column was characterized by high variability, the PAR attenuation coefficient for water $K_w$ was calculated using the 10-minute averaged PAR data. The maximal values of $K_w$ 2–2.8 m⁻¹ were confined to the under-ice layer 0–0.5 m during 21–24 April 2013 (Fig. 2, A). On 26–28 March 2014, $K_w$ reached 2 m⁻¹ in a layer of 0–1 m (Fig. 2, B), and dropped to 1–1.2 m⁻¹ after 29 March. Values of $K_w$ rapidly decreased to 1.4–1.8 m⁻¹ (average 1.6 m⁻¹) at a depth of 0.5–1 m during April survey and to 0.5–1.4 m⁻¹ (average 1.1 m⁻¹) at a depth of 1–2 m during March survey. Below, up to a depth of 3–4 m, $K_w$ values were gradually reduced to 1.2 m⁻¹ (with extremes 0.6–1.6 m⁻¹) during the April survey and to 0.5–0.7 m⁻¹ during the March survey.

Open water period

Ice-off occurred on 3 May 2013. The measurements were performed on 8 May 2013 from 9:00 to 15:00. The weather was clear, warm, and windy: the air temperature varied from +9 to +16 °C during the measurement period, northwest wind reached 4–6 m·s⁻¹
with gusts of up to 10 m·s⁻¹. Likely due to
the waves, the upper PAR-sensor (located
at a depth of 0.2 m) periodically reached
the surface of the lake. Consequently, its
records had a strongly fluctuating nature:
the PAR flux varied in the range of 500–3000
μmol·s⁻¹·m⁻², with an average value
of 1500 μmol·s⁻¹·m⁻². The flux of PAR
decreased rapidly with increasing depth: to
500 μmol·s⁻¹·m⁻² at a depth of 0.7 m, to
100 μmol·s⁻¹·m⁻² at a depth of 1.7 m, and
to 25 μmol·s⁻¹·m⁻² at a depth of 3.2 m.
It was close to zero deeper than 3.2 m. The
Secchi disk depth varied 2.5–2.8 m.

The weather was cloudy and warm on 17–
18 June 2013: the air temperature reached
+18 °C at daytime and +9 °C at night;
cloudiness was 50–100 %; southwest wind
was 1–3 m·s⁻¹. The flux of PAR reached
3000 μmol·s⁻¹·m⁻² at a depth of 0.2 m;
it took only 100 μmol·s⁻¹·m⁻² at a depth of
0.7 m. It was close to zero deeper than 3.2 m. The
Secchi disk depth varied 2.5–2.8 m.

The PAR flux at a depth of 1.7 m periodically
exceeded 500 μmol·s⁻¹·m⁻², at a depth
of 3.2 m reached 100 μmol·s⁻¹·m⁻², at a
depth of 4.2 m reached 35 μmol·s⁻¹·m⁻²,
and deeper it was close to zero.

The weather was extremely hot on 19–20 May
2014: the air temperature reached +32 °C
at daytime and +20 °C at night; cloudiness
was variable; southwest wind was 1–4 m·s⁻¹.
The flux of PAR reached 2000 μmol·s⁻¹·m⁻²
at a depth of 0.5 m; its average value was 650
μmol·s⁻¹·m⁻² at daytime. The transparency
of a water column was higher than in May
2013: the flux of PAR at a depth of 3, 4 and 5
m reached 90, 35 and 10 μmol·s⁻¹·m⁻², and
deeper it was close to zero.

The weather was cool, windy and cloudy on
11–15 June 2014: the air temperature not
exceeded +21 °C at daytime and dropped
down to +s 9 °C at night; cloudiness was
variable (4–8 points on the 8-point scale);
northeast wind reached 1–5 m·s⁻¹. The flux
of PAR exceeded 3000 μmol·s⁻¹·m⁻² at a

Fig. 2. Variability of PAR attenuation coefficient for water $K_w$ (10-min averaging) in different layers
of a water column on 21–24 April 2013 (A) and 26–31 March 2014 (B).
depth of 0.5 m on 12 and 13 June; but its value was less than 600 μmol⋅s⁻¹⋅m⁻² on 14 June under overcast. The transparency of a water column was higher than in May 2014: the flux of PAR at a depth of 3, 4 and 5 m reached 150, 70 and 20 μmol⋅s⁻¹⋅m⁻² and deeper it was close to zero.

The values of the PAR attenuation coefficient $K_w$ during the open water in May and June 2013 and 2014 widely varied from 0.2 to 2.6 m⁻¹ (Fig. 3). The highest values of $K_w$ were observed in the surface layer of a water column at depth of 0.2–0.7 m in May 2013 (1.5–2.4 m⁻¹ with average 1.9 m⁻¹) (Fig. 3, A) and in June 2013 (1.3–2 m⁻¹ with average 1.7 m⁻¹ and with extremes up to 2.5 m⁻¹) (Fig. 3, B), when the transparency of a water column was minimal. Exactly as during ice measurements, $K_w$ rapidly decreased with increasing depth in the top-meter layer: its values were 0.8–1.8 m⁻¹ (average 1.4 m⁻¹, sporadic outlier to 2.6 m⁻¹) at depth of 0.7–1.2 m in May 2013 and 0.9–1.4 m⁻¹ (average 1.1 m⁻¹, extremes 0.4–1.8 m⁻¹) at the same depth in June 2013. Below, to depth of 3.2 m the average values of $K_w$ were close to 1.2 m⁻¹ in May 2013 and to 1 m⁻¹ in June 2013.

In May and June 2014 $K_w$ did not exceed 2.2 m⁻¹ with average values 1.4–1.5 m⁻¹ in the surface layer of 0.5–1 m (Fig. 3, C and D). The average values of $K_w$ decreased to 1–1.1 m⁻¹ at depth of 1.5–4 m during both surveys. During the May 2014 survey, the vertical distribution of $K_w$ was more arranged, while it was characterized by a large number of extremes and outliers in June 2014.

A wide variability of parameters describing the snow-ice cover optical properties of small shallow lakes is the main feature of late winter. The albedo decreased rapidly, and ice transparency increased during melting of snow and ice. At same time, varying weather conditions, e.g., snowfall, led to a sharp increase of albedo and lower light transmittance. Our estimates of albedo and light transmittance during early spring are in good agreement with the results of previous measurements on Lake Vendyurskoe [Petrov et al., 2005; Leppäranta et al., 2010] and measurements on other lakes [Bolsenga & Vanderploeg, 1992; Arst et al., 2006; Lei et al., 2011].

If the snow layer is thick, the flux of solar radiation penetrating the ice underneath is negligible [Malm et al., 1997]. During intensive spring melting, the radiation flux in the under-ice layer rises, the depth of the euphotic zone also increases. Our estimations of the euphotic zone depth (from 3.5 m for clear ice to technically zero values after snow fall) are in a reasonable agreement with the results of other researchers. The estimates of the euphotic zone for different boreal lakes when ice is covered with snow are in the range of 0–1.3 m, and in the absence of snow within 0.5–4.7 m [Arst et al., 2006; Jakkila et al., 2009].

We have defined the range of variability of the PAR attenuation coefficient for water $K_w$ from 0.5 to 2.6 m⁻¹ for late winter period. Our estimations of $K_w$ are in a good agreement with the data presented recently [Leppäranta et al., 2003; Arst et al., 2006, 2008]: according to the measurements in the Estonian and Finnish lakes, the diffuse PAR attenuation coefficient for under-ice water varied from 0.5 to 2.6 m⁻¹.

In our measurements, we found significant spatial and temporal variability of $K_w$. The increase in values of $K_w$ occurs with the decrease in water transparency. In late winter, one of the probable reasons of lowering the water transparency is intensification of photosynthesis and increasing algal biomass. Measurements on the different types of lakes revealed that primary production in a water column is well correlated with the penetration of PAR through the ice [Tulonen et al., 1994; Fritsen & Priscu, 1999]. The melt water coming to the under-ice layer of the lake from the catchment area may be significantly less transparent and also cause fluctuations of $K_w$. In addition, increasing values of $K_w$ after melting snow may be explained by the
Fig. 3. Variability of PAR attenuation coefficient (10-min averaging) in different layers of a water column during May 2013 (A), June 2013 (B), May 2014 (C), and June 2014 (D).
difference in the spectral composition of irradiance below the snow-ice cover or clear ice [Arst et al., 2008].

Decreasing values of $K_w$ along increasing depth is a sign that water transparency is minimal in the under-ice layer and increases in the underlying water. Apparently, this is due to the maxima of phytoplankton cells concentrated in the under-ice water layer where light conditions are most favorable. The vertical distribution pattern of algal biomass with a maximum in the under-ice layer has been observed in the different types of lakes during the development of the radiatively-driven convection [Belzile et al., 2001; Twiss et al., 2012]. On the other hand, it is known that the high level of illumination can lead to inhibition of photosynthesis in the sub-ice layer. In that case, the maximum concentration of plankton is located at a certain depth with the optimal light conditions [Vanderploeg et al., 1992; Jewson et al., 2009].

In our measurements, the values of $K_w$ always decreased with increasing depth. Such a vertical variation of this parameter is described as typical in the study [Leppäranta et al., 2003]. The authors also describe the opposite situation, when the minimum value of $K_w$ (0.8–1 m$^{-1}$) was confined to a 0.2 m layer of under-ice water of mesotrophic Lake Ülemiste, and at the depth of 1.2 m, the coefficient values increased twofold.

In our investigations, the highest values of $K_w$ were observed in the 0.5-m under-ice layer of a water column in April 2013 (2.5–2.8 m$^{-1}$) and in the first days of measurements in March 2014 (1.9 m$^{-1}$) at the stage of the active ice melting, when the snow was absent, and the thickness of white ice did not exceed a few centimeters. Apparently, the amount of phytoplankton cells in the under-ice layer during the active stage of ice melting and favorable light conditions was significantly higher than on 29-31 March 2014 when after the snowfall the PAR penetration was limited.

The values of $K_w$ in April, May and June 2013 were visibly higher than in March, May and June 2014. Presumably, this was due to a more active under-ice phytoplankton development in April 2013. Furthermore, in both years there was a gradual decrease in the coefficient values for three consecutive surveys: from the melting stage through homothermy to the stage of thermocline formation. Such a change of $K_w$ should correspond to a gradual increase in water transparency, which was confirmed by measurements of a Secchi disk depth in May and June 2013. Possibly, the seasonal variation of phytoplankton concentration has a decisive influence on the transparency of the surface layer of Lake Vendyurskoe.

We have shown that the $K_w$ value significantly changes not only during the transition period from winter to summer, but from year to year. Extensive analysis of optically active substances, light attenuation, and a Secchi depth were performed based on 10-year measurements on 14 Estonian and 7 Finnish lakes [Arst et al., 2008]. Significant seasonal and interannual variability of the PAR attenuation coefficient for water was noted, but no systematic temporal change could be detected.

The diffuse PAR attenuation coefficient for water $K_w$ is used in the numerical modeling for a wide range of tasks: from heat-budget models of a mixed layer (see, e.g., Zaneveld et al., 1981) and under-ice convection [Matthews & Heaney, 1987; Mironov et al., 2002] to weather prediction (see, e.g., Mironov et al., 2010). It must be admitted that the variability of $K_w$ is much better studied for open water as compared to the ice season.

There are a number of parameterizations for $K_w$ in a water column [Henderson-Sellers, 1984]: from simple, taking into account the depth of the Secchi disk [Williams et al., 1981], to complex, using multiple coefficients, which vary depending on the level of turbidity of the reservoir [Zaneveld et al., 1981]. All of them assume a constant $K_w$ value for a water
column. From our estimates, it is particularly noteworthy to mention that a sharp decrease of $K_w$ with depth is present in the most of calculated $K_w$ profiles, demonstrating its spatial heterogeneity.

Analysis of our PAR measurements in a water column for two consecutive years, significantly different in weather and ice conditions, revealed that the coefficient values vary widely. The vertical profiles of $K_w$ calculated from the instant values of the PAR flux at different depths, are characterized by significant variability. Two important consequences can be formulated: (1) instant PAR profiles are not suitable to calculating reliable estimates of $K_w$, and (2) existing approximations do not allow us to describe the spatial and temporal dynamics of this coefficient. To obtain realistic values of $K_w$, it is necessary to measure the radiation fluxes at different depths in water column with a possibly small time interval for a few hours, and then to average obtained values for each depth.

Erroneous values of $K_w$ may strongly affect results of numerical modeling. Given $K_w = 2 \, \text{m}^{-1}$, about 87% of solar radiation penetrated into water would be "arrested" in the uppermost 1-m layer. In a case $K_w = 1 \, \text{m}^{-1}$, this value decreases to 63%, resulting in artificial over-warming of underlying waters. In turn, a decrease of the density jump may develop comfortable conditions for deeper mixing.

**CONCLUSIONS**

The present study focuses on light conditions in a shallow lake at the stage of late winter, spring, and early summer and demonstrates the significant temporal variability of optical properties of the snow-ice cover and PAR attenuation coefficient for water $K_w$.

To study the temporal dynamics of the lake’s optical properties during the transition from ice-covered period to open water, three surveys were carried out: (1) during the melting stage at the end of the ice-covered period (21–24 April 2013 and 26–31 March 2014), (2) shortly after ice-off at the stage of homothermy (8 May 2013 and 20–21 May 2014), and (3) early summer at the stage of formation of thermal stratification (17–18 June 2013 and 11–15 June 2014).

Analysis of observational data, containing downwelling and upwelling planar irradiance at the surface of snow-ice cover, downwelling irradiance at the lower ice boundary and PAR-flux at the lower boundary of ice and within a water column at different depths was performed. Weather conditions have a great impact on the optical properties of snow-ice cover, and, consequently, on the under-ice irradiance at the stage of active melting. As snow melts, albedo decreases, the light transmittance rises, and the depth of the euphotic zone gradually increases, reaching several meters. The presence of a snowfall invokes the sharp decrease in light amount under the ice. Only a few cm of fresh snow lead to a sharp increase in albedo, decreasing light transmittance to negligible values and reducing the depth of the euphotic zone to zero.

Measurements for two consecutive years revealed that the highest values of $K_w$ were confined to the surface layer thickness of about 1 m; with increasing depth the coefficient typically decreased. Such a pattern of $K_w$ vertical distribution represents an increase in water transparency with depth, presumably caused by the vertical distribution of phytoplankton cells with a maximum in the most illuminated surface layer. Significant spatial and temporal variability of $K_w$ can be connected to the dynamics of plankton cells.

The observations have demonstrated that the coefficient values vary widely, thus the single PAR profiles are hardly acceptable to get reliable estimates of $K_w$ for the practical use, e.g., in numerical simulations. The presence of strong gradients between $K_w$ in the uppermost water layer and that in the rest of a water column requires the development
of the depth-dependent $K_w$ parameterization. These two conclusions can be considered as the novelty of our work.

Further research is expected to be focused on the parameterization of $K_w$ as a function of depth during late winter and open-water periods.
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ABSTRACT. The Pamir region supplies water for most countries of the Central Asia. Discussions and arguments with regard to reduction of water resources related to climate change are popular today among various governmental and international institutions being a great concern for modern society. Probable decrease of the Pamirs runoff will affect downstream countries that can face water deficiency. However, there is no scientific rationale behind such disputes. The Pamir region is a remote, high-mountainous and hard-to-access area with scarce observation network and no reliable data. It is not sufficiently investigated in order to perform any assessment of climate change. This article represents results of study of climate parameters change (such as temperature, precipitation and river discharge) in the Pamirs. The study area covers all countries included in this mountain region (Tajikistan, China, Afghanistan and Kyrgyzstan). Observation records, remote sensing data and GIS modeling were used in the present work. Chronological data series were divided into two equal time intervals and were treated as climatic periods. Further analysis of climate change helped to estimate its influence on change of water potential in the Pamirs. The paper considers issues of liquid and solid precipitation change in the study area.

KEY WORDS: Pamirs, water resources, climate change, glaciers, glacial areas, river discharge, mountain precipitation.

INTRODUCTION

The Pamir Mountains are bordering the north-west of the Tibetan Plateau and stretch through the territories of Tajikistan, Kyrgyzstan, Afghanistan and China. High elevated mountain ranges make a great barrier to air streams coming from the west. This results in intense precipitation in the western part of the whole area and windward slopes of high ranges. The most extensive contemporary glaciers are found in the Central Pamir of Tajikistan and in the Kashgar mountains of China. The Pamirs, being a source of major rivers in Central Asia and China, is divided into two large watersheds – the Amu Darya river in the west and upper reaches of the Tarim river in the east. Global warming of climate undoubtedly impacts the snow cover, glaciers’ dynamics and water potential of this area. Change of water resources has direct influences on irrigation sector in Central Asian countries and northwestern China. A comprehensive description of the Pamir glaciers was done by Schetinnikov [1998]; theoretical basis of glacial study for this area was developed by Glazyrin [1991]. Estimation and forecast of glacial changes for that part of the region in case of various scenarios have been done by several scientists [Glazyrin and Finaev, 2003]; the Book of articles “Glacial areas of the Pamir-Alay”[1993]; Finaev [1999]. Such estimations were generally done on the basis of records obtained from some glaciers of Tajikistan before 1980. The recent development of remote sensing and geo-information technologies (GIS) allows estimation of glacial changes on a large scale, for instance the Chinese part of the Eastern
Pamirs [Liu and others, 2008] or the Western Pamirs in Tajikistan [Finaev, 2013]. A thorough review made by some researches [Unger-Shayesteh and others, 2013] proved that Central Asia has experienced accelerated warming since the 1970s which resulted in shrinkage of glaciers in the Pamirs and Tieng Shan.

In the paper published by Tandong Yao and other [2012], the authors have shown that glacial areas of the Himalayas were shrinking due to change of atmospheric circulation and precipitation decrease, while in the Pamirs precipitation increase was observed from 2006 to 2010. It should be noted that Yao et al, [2012] studied only Chinese part of the Pamirs (the Kashgar ridge) which included the highest peak of Muztagh Ata. However, the greatest glacial areas here stretch to the west and can be found in the Central Pamirs of Tajikistan.

Modeling of climate change and glacial areas under the ADB project TA-7599 [Climate Resiliency for Natural Resources Investments, 2011] has shown that the Pamir glaciers were tending to reduce. There are many earlier works proving degradation of some glaciers [Schetinnikov, 1998]. The catalogue of the Pamir glaciers located in the USSR was published based on aerial photography performed in 1968 [Catalogue of glaciers of the USSR, 1968]. It described parameters of glaciers for 1955–1960. Information provided in the second catalogue of glaciers included the period through 1980 [Catalogue of Pamir and Hissar-Alay glaciation for 1980, 2011]. These data proved reduction of glaciers compared to the information from the first catalogue. No glacial inventory and assessment were done afterwards in the Pamirs. All mentioned studies include only the Tajik side of the Pamirs, although glacial areas are distributed over the territories of China and Afghanistan as well.

The present paper represents an updated review of climate change in the Pamirs based on meteorological and hydrological records, space images and modeling results with the help of GIS. Analyses of different parameters’ change such as air temperature, precipitation, snow cover and snow accumulation thickness (in water equivalent) for glacial areas across the whole Pamirs and particular basins of large rivers have been performed in the present study.

**STUDY REGION**

Usually “the Pamirs” describes the mountains located between the Pyanj and the Vakhsh rivers (the conditional boundaries are identified along these two rivers). However, this approach is not correct from the hydrological point of view, because river basins include mountain ranges which are not part of the Pamirs by the above definition. Thus, the study area covers the entire basins of the Vakhsh, the Pyanj and the Tarim rivers (including ranges adjacent to the Pamirs). Therefore, the present study considers the area which is larger than the total area of the Pamirs typically mentioned in the scientific literature.

**The topography and river systems**

The study area is located at altitudes from 1100 m up to above 7700 m asl. Particular features of the Pamir highland allow dividing the whole territory into two parts – the Eastern and the Western Pamirs.

The land forms of the Western Pamirs vary and can be characterized by separate high ridges (up to 3.0–4.0 km) alongside with flat river valleys affected by erosion. The main ridges of the Western Pamirs stretch from the southwest to the northeast, where the highest peak is Somoni (Communism) with an elevation of 7495 m asl. Catchment areas of the Western Pamirs belong to the Pyanj and Vakhsh river basins.

The Eastern Pamirs is a high mountain plateau located at the elevation of 3.8–4.5 km. Small mountain ridges rise over flat valleys at the height of 0.5–1.5 km, and some ranges reach 6.2–6.9 km. This high elevated region is covered with permafrost due to low temperatures. The Kashgar ridge with the highest peaks of Muztag-Ata (7546 m asl) and Kongurt (7719 m asl) is located eastward. In
the central part of the Eastern Pamirs there is an orographic depression with a closed (drainless) basin of the Karakul lake. This territory is protected by mountains from penetration of damp air masses, thus receiving very small amount of precipitation. High mountain plateaus are characterized by wide and flat river valleys. The catchment areas of the Eastern Pamirs belong to the Pyanj and Tarim river basins (Fig. 1). Altitudes of main river basins are presented in Table 1.

<table>
<thead>
<tr>
<th>Basin</th>
<th>Max altitude, masl</th>
<th>Min altitude, masl</th>
<th>Mean altitude, masl</th>
<th>Area, km²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tarim</td>
<td>7630</td>
<td>1231</td>
<td>3748</td>
<td>44157</td>
</tr>
<tr>
<td>Karakul</td>
<td>6721</td>
<td>3859</td>
<td>4501</td>
<td>4543</td>
</tr>
<tr>
<td>Pyanj</td>
<td>7339</td>
<td>1200</td>
<td>4163</td>
<td>71648</td>
</tr>
<tr>
<td>Vakhsh</td>
<td>7445</td>
<td>1144</td>
<td>3547</td>
<td>29005</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>149353</td>
</tr>
</tbody>
</table>

The climate

The most frequently repeated synoptic processes during the cold part of the year are the southwest anticyclone periphery and intrusion of cyclones from the territories of Iran and Afghanistan. Cyclones are the reason for warm and moist air masses. Back of cyclones in the Pamirs are usually characterized by cold air intrusions from the west and the north resulting in temperature decrease and precipitation increase. Clear anticyclone weather is associated with rapid temperature decrease.

During the warm part of the year, anticyclone is the reason for temperature increase. During this period, air masses usually penetrate from temperate zones of the west and from the north. In mountain areas, such intrusions are accompanied by precipitation and decrease of temperature.

Decrease of temperature in mountains depends on elevation. The high-elevated
plateaus are very dry. When moving up over windward slopes air masses lose considerable quantity of moisture, and flat land forms do not promote precipitation. Plenty of precipitation usually occurs in upper reaches of valleys open to moisture-containing air streams from the southwest and the south.

**Snow cover and glaciers**

Snow cover in the Pamirs can be observed from September to March at the elevation of more than 4–5 km asl. Snow stays all the year round on slopes of northern exposition. The period of the maximum snow cover accumulation throughout the whole area varies from January to May depending on elevation. Melting of steady snow cover could be observed from March to July depending on relief features and surface elevation. The greatest thickness of snow cover varies from 60 cm at the elevation of 1.0–1.5 km to 118 cm at the altitudes higher than 3.5 km.

The highest part of the Pamir mountains contains many glaciers with the total glacial area of more than 10000 km². The biggest glacial zones can be found in the Central Pamirs (the highest part of the Western Pamirs) and on the Kashgar ridge (Kongur-Muztag Ata). The largest is the Fedchenko glacier. According to recent studies, its length is 75.4 km [Finaev, 2013] and its thickness is about 1000 m [Aizen and other, 2009].

**DATASETS AND METHODS OF RESEARCH**

**Climate data**

Monthly mean air temperature (1927–2008) and monthly precipitation (1927–2009) records from 20 meteorological stations located in the Pamirs were collected for the present study (Figure 1). It is obvious that density of climate stations is low, and they are not evenly distributed over different catchments. For instance, in the Tarim river basin there is only one station, and only one is also in the Karakul lake basin. These two stations are located at altitudes 3930 and 3090 m asl. In the Vakhsh river basin there are 7 stations ranging from 1258 up to 4169 m asl. In the Pyanj river basin there are 11 stations; the highest one is Shaimak (3840 m asl.) and the lowest one is Darvaz (1284 m asl).

Station measurements do not hold the common starting time with the earliest in 1927. Besides, gaps can be found in records of some stations. In order to get rid of such discrepancies, all data series have been corrected to match common time interval from 1927 to 2009 using well-known techniques in climatology. Such methodology implies correlation of short-term and long-term station records [Narovlyanskiy, 1968; Pedhazur, 1982; Drozdov and others, 1989; The international meteorological dictionary, WMO, 1992]. In the present study this procedure was done by tools of multiple linear regression available in Microsoft Excel 2010. In order to improve calculation results, 16 stations outside the Pamir territory from Tajikistan, China, Afghanistan, Kyrgyzstan and Pakistan have been included in the study. Totally, records from 36 stations for temperature and records from 35 stations for precipitation have been included.

The term “climate” implies average weather conditions (meteorological parameters) for the period of 30 years and longer. In the present study the total investigated interval is 83 years. In order to estimate probable climate change, the whole time interval has been divided into two climatic periods (CP): from 1927 to 1969, and from 1970 to 2008/2009. Thus, it became possible to analyze real climate change in two climatic periods with the average time interval of 42 and 43 each, instead of estimating trends of meteorological elements, which is usually done based on annual data, and then treated as climate change.

The average altitude of stations is 2740 m asl, which is 1020 m lower than the average elevation of the Pamirs according to the Shuttle Radar Terrain Mission (SRTM) digital elevation model (DEM). In conditions of complicated
mountain relief and big variety of altitudes, records obtained from valley stations cannot correctly illustrate change of climate in high glacial areas. In order to analyze climate change in the Pamirs, it is necessary to have fields of meteorological parameters throughout the investigated territory taking into account surface elevation. Calculations of monthly temperature and precipitation fields for two CP have been done for this purpose.

Despite the fact that all meteorological stations are located in mountain valleys, they are at different altitudes. Since the whole area is not big, change of temperature in case of altitude increase is more significant than its variations related to the stations’ locations. Thus, the altitude gradient was used to calculate spatially distributed monthly air temperatures for the Pamir area, which is presented in the formula below:

\[ T = a \cdot H + b, \]

where \( a \) and \( b \) – coefficients of regression equation for each month in two climatic periods; \( H \) – elevation of the station extracted from the DEM; \( T \) – average monthly air temperature. DEM resolution was 0.833 km.

Distribution of precipitation in mountains does not depend on elevation change, but relates more to land forms and air masses movement. Thus, the method used for calculation of temperature is not applicable for precipitation modeling. Information from the World Climate Database (WCD) [Hijmans and other, 2005; www.worldclim.org] was used for calculation of precipitation fields throughout the Pamirs. Time intervals used in the present study (1927–1967 and 1970–2009) and the period represented in the WCD (1950–2000) did not match. This fact causes differences between precipitation grid from the WCD and the average monthly records from the meteorological stations. However, the advantage of the WCD is that it can characterize relative distribution of precipitation over a particular territory taking into account surface elevation and various climate conditions. In order to have reliable precipitation distribution throughout the Pamirs, calibration between data from the WCD and the stations records have been done for each month in both CP. Error (Erst) between precipitation data from WCD (\( P_{wcd} \)) and records at each station was calculated for this purpose.

\[ Er_{st} = P_{wcd} - P_{st}, \]

where \( Er_{st} \) – the WCD error at the station; \( P_{wcd} \) – precipitation at the station according to WCD; \( P_{st} \) – actual precipitation at the station.

The field of errors (FEr) for the entire territory has been calculated according to the obtained error results \( Er_{st} \). Then the WCD field has been calibrated using the error field (FEr).

\[ WCD_{correct} = F_{WCD} + F_{Er}, \]

where \( WCD_{correct} \) – the WCD corrected field; \( F_{WCD} \) – the WCD field; \( F_{Er} \) – the error filed.

As a result, the corrected precipitation grids for each month in both climatic periods were calculated. Assessment of grids and volume of solid precipitation (snow) has been done for conditions when temperature was below or equal to zero (\( T < = 0 \)).

**Hydrological and glaciological data**

Available observation records obtained from hydrological stations of Tajikistan have been used for water discharge analysis (Fig. 2). Using the abovementioned methodology, all observation records have been equalized to one time interval from 1932 to 2009. Records from hydrological stations of other countries were not available.

The Darbant hydrological station is located right on the border of the investigated area, thus it observes water discharge of the Vakhsh river basin which is located in the Pamirs. The Shidz hydrological station represents only
part of the entire Pyanj river basin. It was impossible to obtain discharge records for the entire Pyanj river basin. Thus, assessment of runoff change in the Pamirs was done using data from two hydrological stations – Darbant and Shidz. Hydrological records from the drainless Karakul lake basin and the Tarim river basin are absent, because there are no observations in these areas.

Change of open ice area depends on climate change and can characterize glacial fluctuations. It is necessary to have long-term space images of the entire Pamirs to perform assessment. Unfortunately, such data are not available. The present study uses Landsat images covering the whole Pamir region for different time intervals. It helps to do the mosaic of debris-free ice areas. In the Pamirs, the proportion of ice covered with debris and stone fragments (moraines) is 10% on average [Schetinnikov, 1998]. Areas without debris are clearly identified and outlined on space images.

RESULTS AND DISCUSSION
Analysis of changes in climate data is based on the calculated temperature and precipitation fields.

Temperature
The analysis of temperature records from meteorological stations showed that average air temperature during the second CP has increased by 0.42°C (Table 2). It proves positive temperature trend with the rate of 1.01°C/100 years.

The analysis of simulated air temperature fields in the Pamirs showed that average temperature has increased by 0.44°C (or 1.06°C/100 years) in the second CP. That value is 0.02°C higher than the values calculated using the observation records from the stations. Maximum warming occurred in autumn and winter seasons (up to 1°C), and minimum warming was observed during summertime (0.3°C). Decrease of temperature by 0.1°C was observed in March (Table 3).
Induced by temperature growth, the elevation (asl) of the zero degree isotherm increased. The altitude of zero degree isotherm increased by 66 m on average in the second CP. The average elevation of the zero degree isotherm was 3220 m asl in the first CP, and 3286 m asl in the second CP. In July, the zero degree isotherm was 5090 m asl during the first CP, and 5168 m asl during the second CP. Thus, the temperature below zero is higher than this level within the whole year.

**Precipitation**

Atmospheric precipitation at all stations has increased by 3.2 % on average during the second CP (Table 4). Analysis of simulated precipitation fields showed that the average amount of precipitation over the territory was 372 mm/year during the first CP, and
379 mm/year during the second one. Volume of precipitation changed from 58.08 km$^3$ to 59.05 km$^3$, which illustrates increase by 1.7 % in the second CP. Volume of snow over the territory decreased by 0.74 %. However, in the glacial area amount of snow was 2.91 % higher during the second CP compared to the first one (Table 4).

Thickness of snow accumulation in water equivalent for the glacial areas varied from 49 mm/year to 1306 mm/year on average in the first CP. Maximum thickness of snow accumulation increased by 3.9 % and reached 1357 mm/year in the second CP.

Two ice cores taken during a field study (summer 2005) in the upper reaches of the Fedchenko glacier proved that average thickness of snow accumulation in water equivalent was 1380 mm/year and 2080 mm/year, accordingly [Aisen and others 2009]. Thickness of snow accumulation for the same two ice core sites, based on our model, was 1230 mm/year and 1260 mm/year, accordingly. Thus, the difference between real measurements and calculations is 10.9 % and 39.7 %, accordingly. There are three reasons for such variance. Firstly, different time intervals were used when comparing available data. Ice cores characterize only from 5 to 6 years period, which is obviously less than the climatic period of around 40 years determined for the present study. Secondly, snow distribution is usually uneven in mountain areas, especially aggravated by wind, frequent snowstorms, variety of land forms and other factors; however, in simulation the pixel is considered as flat surface. Thirdly, the ice core is taken from a particular point, but the model shows average precipitation over the area of one pixel (0.8 km$^2$).

Maximum of precipitation occurs in the highest part of the Pamirs (up to 1371 mm/year), and this is the reason for big concentration of glaciers here. In the Eastern Pamirs, precipitation is less than 100 mm/year. Eastward moving air streams are obstructed by the Kashgar ridge located in China, and that induces up to 400-500 mm of precipitation per year over mountains (Fig. 3).

Balance between liquid and solid precipitation (rainfall and snow) varies within a year. In winter season, snow is observed over the

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average precipitation, mm</td>
<td>372</td>
<td>379</td>
<td>6</td>
<td>1.69</td>
</tr>
<tr>
<td>Maximum precipitation, mm</td>
<td>1337</td>
<td>1371</td>
<td>34</td>
<td>2.52</td>
</tr>
<tr>
<td>Total precipitation, km$^3$</td>
<td>58.08</td>
<td>59.05</td>
<td>0.97</td>
<td>1.67</td>
</tr>
<tr>
<td>Water (liquid precipitation), km$^3$</td>
<td>16.87</td>
<td>18.14</td>
<td>1.27</td>
<td>7.54</td>
</tr>
<tr>
<td>Snow (solid precipitation), km$^3$</td>
<td>41.21</td>
<td>40.91</td>
<td>–0.30</td>
<td>–0.74</td>
</tr>
<tr>
<td>Water (liquid precipitation), %</td>
<td>29.0</td>
<td>30.7</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>Snow (solid precipitation), %</td>
<td>71.0</td>
<td>69.3</td>
<td>–1.7</td>
<td></td>
</tr>
<tr>
<td>Snow accumulation volume, km$^3$</td>
<td>14.08</td>
<td>13.62</td>
<td>–0.46</td>
<td>–3.28</td>
</tr>
<tr>
<td>Average snow accumulation thickness, mm</td>
<td>685</td>
<td>689</td>
<td>4</td>
<td>0.63</td>
</tr>
<tr>
<td>Maximum snow accumulation thickness, mm</td>
<td>1306</td>
<td>1357</td>
<td>50</td>
<td>3.85</td>
</tr>
<tr>
<td>Snow accumulation volume in glacial areas, km$^3$</td>
<td>5.81</td>
<td>5.85</td>
<td>0.05</td>
<td>0.85</td>
</tr>
<tr>
<td>Precipitation volume in glacial areas, km$^3$</td>
<td>6.72</td>
<td>6.91</td>
<td>0.20</td>
<td>2.91</td>
</tr>
<tr>
<td>Precipitation volume on grounds, km$^3$</td>
<td>51.4</td>
<td>52.1</td>
<td>0.77</td>
<td>1.51</td>
</tr>
<tr>
<td>Average snow area, km$^2$</td>
<td>97569</td>
<td>95132</td>
<td>–2438</td>
<td>–2.50</td>
</tr>
<tr>
<td>Minimum snow area, km$^2$</td>
<td>9291</td>
<td>6871</td>
<td>–2420</td>
<td>–26.05</td>
</tr>
</tbody>
</table>
entire Pamirs, while during summer it occurs only in high mountains. In the second CP such balance changed due to temperature growth, thus increasing rainfall and decreasing snowfall (Fig. 4).

In the first CP, precipitation varied from 5.6 mm/year to 1337 mm/year. In the second CP, the range of precipitation extended from 0.3 mm/year to 1371 mm/year (see Table 3). Change of precipitation throughout the study area was not similar. In the second CP, precipitation increased by 40 mm/year in some high mountain areas, and decreased by 20 mm/year over other territories (Fig. 5).

Precipitation in the glacial area in the first CP was 6.72 km$^3$/year, and in the second CP, it was 6.91 km$^3$/year showing an increase of 2.91%. Precipitation over the territory without glaciers was 51.4 km$^3$/year during the first CP, and 52.1 km$^3$/year during the second CP (see Table 4). Maximum of snow accumulation occurred in April. In the first CP, it was 30.6 km$^3$/year, and in the second CP, it decreased by 2.85% to 29.8 km$^3$/year (Fig. 6). The maximum area of snow cover occurs in January when the whole Pamir region is covered with snow.
Minimum volume of accumulated snow of less than 0.5 km$^3$ (0.48 km$^3$ in the first CP and 0.46 km$^3$ in the second CP) is observed in August, and the minimum area of snow cover is observed in July (9291 km$^2$ in the first CP and 6871 km$^2$ in the CP). In July snow cover volume decreased by 21% due to area reduction (Fig. 6). The minimum area of snow accumulation in the same month decreased by 26.05% during the second CP. The maximum thickness of snow cover increased by 3.85%. However, the average annual snow accumulation volume decreased by 3.28% in the second CP (see Table 4).
For a better understanding of climate change, calculation of the seasonal precipitation changes for the three decades from 1981 to 2010 has been made.

Analysis of precipitation change over decades showed the following picture. During the period of 1981–1990, amount of precipitation was 55.9 km³/year. In the next period of 1991–2000, precipitation increased up to 59.8 km³/year. In the period of 2001–2010, precipitation decreased again to 57.7 km³/year. In winter season continuous increase of precipitation was observed. During spring and summer seasons precipitation increase occurred in the second decade (1991–2000) (Fig. 7).

**Fig. 7. Seasonal change of precipitation over decades**

**Glacial zone**

The area of open ice calculated based on Landsat images was 10382 km² or 7% of the total area of the entire Pamirs (Table 5). The greatest glacial areas can be found in the Pyanj river basin (3702.82 km²); however, the share of glaciers in the total basin is only 5.2%. The biggest share of glacial areas can be found in the Vakhsh river basin, which is 12.2% of the total catchment. Mean annual snow cover area across the Pamirs decreased by 2.5% during the second CP. Maximum reduction of mean annual snow cover area by 2.7% occurred in the Vakhsh river basin.

**Distribution of precipitation throughout river basins**

Assessment of precipitation distribution throughout river basins showed increase from 1.3% (the Vakhsh river) to 2.4% (the Pyanj river) in western part of the Pamirs during the second CP (1970–2009). In the Karakul lake basin precipitation increased by 4.1%, and in Chinese part of the Pamir it decreased by 0.9% (Table 6). Precipitation increased by 1.7% or 0.97 km³/year across the entire Pamirs in the second CP.

**The Tarim river basin.** During the first CP precipitation varied from 30 mm/year to 609 mm/year in the Tarim river basin near the Kashgar ridge, and the average value was 164.9 mm/year. During the second CP precipitation varied from 30 mm/year to 613 mm/year, and the average value was 163.5 mm/year (Table 7). Thus, a small reduction of precipitation volume (~0.9%) with increased range was observed.

Despite decrease of snow cover area in the Tarim river basin by 4.9% during the second CP, snow volume in glacial zone of the Kashgar ridge increased by 1.8% (see Table 6).

**Table 5. Distribution of glacial areas in river basins of the Pamirs**

<table>
<thead>
<tr>
<th>Basin</th>
<th>River basins &amp; glaciation areas</th>
<th>Average snow area, km²/year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basin area, km²</td>
<td>Glacial area, km²</td>
</tr>
<tr>
<td>Tarim</td>
<td>44157</td>
<td>2743.42</td>
</tr>
<tr>
<td>Karakul</td>
<td>4549</td>
<td>407.19</td>
</tr>
<tr>
<td>Pyanj</td>
<td>71648</td>
<td>3702.82</td>
</tr>
<tr>
<td>Vakhsh</td>
<td>28964</td>
<td>3528.89</td>
</tr>
<tr>
<td>Total</td>
<td>149318</td>
<td>10382.32</td>
</tr>
</tbody>
</table>
The share of average annual precipitation in the Tarim river basin relative to the entire Pamirs was 12.5 % during the first CP, and 12.2 % during the second one. The share of snow in the glacial areas did not change and was 1.06 % (Table 8).

The Karakul lake basin. Annual precipitation in the Karakul lake basin increased by 4.1 % during the second CP, i.e. from 199.8 mm/year to 208 mm/year, or from 0.91 km³/year to 0.95 km³/year (see Table 6, Table 7). Quantity of snow throughout the entire basin increased by 2.3 %; amount of snow in glacial areas increased by 4 %. The share of annual precipitation in the Karakul lake basin relative to the entire Pamirs remained constant at 1.6 %. The share of snow in the total precipitation was 1.3 %, and the share of snow in the glacial area was 0.35 %.

The Pyanj river basin. Average precipitation in the Pyanj river basin was 430.5 mm/year during the first CP and 440.9 mm/year during the second CP, i.e. from 388.99 mm/year to 395.48 mm/year, or from 2.4 % to 1.7 % (see Table 6, Table 7).

<table>
<thead>
<tr>
<th>Basin</th>
<th>Precipitation, mm/y</th>
<th>dP, mm/y</th>
<th>dP%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tarim</td>
<td>164.93</td>
<td>163.48</td>
<td>−1.45</td>
</tr>
<tr>
<td>Karakul</td>
<td>199.79</td>
<td>207.96</td>
<td>8.17</td>
</tr>
<tr>
<td>Pyanj</td>
<td>430.52</td>
<td>440.86</td>
<td>10.35</td>
</tr>
<tr>
<td>Vakhsh</td>
<td>657.57</td>
<td>666.35</td>
<td>8.78</td>
</tr>
<tr>
<td>Total</td>
<td>388.99</td>
<td>395.48</td>
<td>6.49</td>
</tr>
</tbody>
</table>

Table 7. Average annual precipitation in river basins of the Pamirs
during the second one (see Table 7), i.e., 30.85 km\(^3\)/year and 31.59 km\(^3\)/year, accordingly (see Table 6). Amount of snow increased by 0.3 % reaching 24.09 km\(^3\)/year during the second CP. In the glacial area, snow volume increased by 3.9 % reaching 2.87 km\(^3\)/year during the second CP. The share of precipitation in the Pyanj river basin in the total area was 53.1 % in the first CP and 53.5 % in the second one (Table 8). The share of snow in the total precipitation decreased from 41.3 % to 40.8 %, and in the glacial areas it increased from 4.75 % to 4.85 % during the second CP.

**The Vakhsh river basin.** The most intensive precipitation was observed in the Vakhsh river basin – from 657.57 mm/year in the first CP to 666.35 mm/year in the second one (see Table 7). Volume of precipitation increased from 19.05 km\(^3\)/year during the first CP to 19.30 km\(^3\)/year during the second one (see Table 6). The average annual amount of snow throughout the basin decreased by 1.8 % in the second CP. During the first CP, the amount of snow was 12.9 km\(^3\)/year, and during the second one it was 12.7 km\(^3\)/year. In the glacial area, snow was 3.14 km\(^3\)/year during the first CP and 3.21 km\(^3\)/year during the second one, which is 2.2 % greater. The share of precipitation relative to the total amount for the entire Pamirs was 32.8 % in the first CP and 32.7 % in the second one; the amount of snow was 22.2 % and 21.5 % respectively. The share of snow in the glacial area of the Vakhsh river basin relative to the total precipitation for the entire Pamirs was 5.41 % in the first CP and 5.44 % in the second one.

The share of snow in the first CP throughout the entire Pamirs was 71 % (Table 8); in the second one it was 1.7 % smaller. However, in the glacial area, the amount of snow was 0.14 % greater during the second CP compared to the first one.

**River discharge**

As it was mentioned above, the Vakhsh river basin discharge is characterized by records obtained from the Darbant station. The area of the Vakhsh river basin upstream from this station is 29005 km\(^2\). The area of the Pyanj river basin, upstream of the Shidz station, is 60044 km\(^2\). Historical data show a slight tendency for water discharge decrease during the entire observation period. However, increase of water discharge in the Vakhsh river can be noticed since 1974 (Fig. 8).

In the second CP precipitation increased by 2.8 % in the Vakhsh river basin, and by 1.7 % in the Pyanj river basin. However, river discharge in the second CP decreased by 5.1 % in the

![Fig. 8. Water discharge in the Vakhsh-Darbant and Pyanj-Shidz rivers](image-url)
Vakhsh river basin, and by 1.8% in the Pyanj river basin (Fig. 9).

Reduction of water discharges while precipitation grows can be explained by two factors. Firstly, rise of temperature increases evaporation. Secondly, in high mountains precipitation grows without thawing, which results in snow accumulation increase.

Circulation Index and climate fluctuation in the Pamirs

The Pamir Mountains lie between 36 and 39 degree of the northern latitude. The Polar front zone is supposed to be at the same latitude which separates tropical and moderate air masses. Displacement of this front northwards or southwards affects weather over the Pamirs. Apart from seasonal shifts, front disposition is influenced by a long-term change of cyclones and anticyclones related to polar fronts. It results in change of atmospheric circulation with subsequent long-term variations of temperature and precipitation cycles in the Pamirs. When such variations last over several decades, they can be considered as climatic periods.

In the middle of the XXth century Prof. B.L. Dzerdzeevsky and his colleagues published number of studies about global circulation features in the Northern hemisphere (Dzerdzeevsky and others, 1946; Dzerdzeevsky, 1975). Later the same scientists developed Classification of atmospheric circulation features in the Northern hemisphere, which became useful for identifying of 41 Elementary Circulation Patterns (ECP). The researchers proved that during a long-time interval (of several years) there are certain types of circulation which influence cyclones or anticyclones shifting latitudinally or longitudinally. Thus, variable air stream routes can significantly impact on climate change in particular regions.

In the present study, the authors have tested the mentioned Classification of circulation patterns and periods in the Northern hemisphere (http://atmospheric-circulation.ru) for climate change assessment in the Pamir region. Thus, the total circulation index for decadal moving average has been used together with mean annual precipitation in the Pamirs for the same decades (Fig. 10). Approximation by a polynomial of the sixth order showed nearly synchronically change of precipitation and circulation. Such correlation illustrates impact of global circulation processes on climate change in the Pamirs. It reflects the influence of global circulation processes on climate of the Pamirs.

CONCLUSION

The present work allowed estimating climate change and its impact on water resources of the Pamir region during the observation period (1927–2009). The findings revealed average increase of air temperature and precipitation in the second half of the whole chronological
interval. In the western and northern areas of the Pamirs precipitation increased, while in the eastern part a small decrease was observed. Snow accumulation increased by 2.9% in the upper reaches of glaciers. Despite this, winter snow stocks decreased due to reduction of the entire snow area by 2.5%. It can be assumed that in the next period glaciers located below 3200 m asl will continue to shrink until they gain mass balance. Thawing of glaciers will slightly increase at the elevation between 3200 m and 5100 m asl. At the same time, snow will be accumulated in the areas higher than 5100 m asl. When getting a critical mass, it is likely for glaciers to start shifting downwards. Thus, the glacial area at high altitudes can be extended. Hydrological characteristics in rivers of the Pamirs varied within several percent. Therefore, no trends of discharge change were revealed in the upper parts of the Pyanj and Vakhsh river basins.

Climate change in the Pamirs can, probably, be related to global circulation processes in the atmosphere. This point of view is supported by good correlation between the atmospheric circulation index and long-term variations in precipitation.
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FLOOD RISK ANALYSIS OF EDU LOCAL GOVERNMENT AREA (KWARA STATE, NIGERIA)

ABSTRACT. This study examines flood risk propensity of communities in Edu Local Government Area of Kwara state, with a view to classifying the area into risk zones for better and proper management of the environment for the sustainable living of the people. The three administrative districts of Edu Local Government area were identified as pragmatic areas for the study. In each of the districts, Geographical Information System data capture and analytical tool were used to harvest and treat the data for subsequent interpretation. The coordinates of various locations of interest were taken, contour and slope maps of the area were generated to produce flood risk map for the area. The results revealed three distinct risk zones; High, Moderate, and low-risk areas. Three settlements fall into a low-risk area with elevations above 196 m, two settlements located at between 110 m and 196 m are within moderate risk zone and six settlements in High-risk area with elevations below 110 m. This paper concludes that the people of the riverine communities in Edu LGA are culturally attached to the environment. The study, therefore, recommends public enlightenment on the trend in climate and weather about the flood and its implications, environmental education and then resettlement of these communities. When and where resettlement scheme proves very difficult due to strong cultural attachment, flood prevention mechanism via engineering construction such as dykes, embankments and ditches should be adopted.

KEY WORDS: flood risk, information, resettlement, planning, sustainable development.

INTRODUCTION

Floods were observed as one of the effects of global warming ravaging both the coastal cities and riverine communities in the hinterland. Dilley et al. [2005] reported that floods are among the most devastating natural disaster that has a serious impact on life and properties of the people. As rightly observed and reported by Drogue [2004], the frequency at which flood occur is on the increase in many parts of the world Nigeria inclusive. Flood experience in Nigeria has been towing the world trend. Widespread flooding across the country claimed many lives, displayed millions of people and destroyed properties worth billions of naira. Eludoyin et al. [2007] reported disasters in 1985, 1987 and 1990 in Ibadan, Oyo state, 1992, 1996 and 2002 in Osogbo Osun state. The flood years in Akure Ondo state were 1996, 2002, 2004 and 2006 just to mention a few of such occurrences in Nigeria.

Prime Times Nigeria [2013] estimated the total value of Infrastructure, physical and durable asset destroyed by the flood was put at N1.5 trillion, 2.3 million people displaced, 363 people killed, and 597,474 houses destroyed. It was reported to be the worst in Nigeria History.

Oriola [1994] was of the opinion that flood in coastal regions might not be unexpected,
but an incessant flood in the hinterland and riverine communities has become worrisome. Especially when people are social, culturally and economically attached to such environment. Therefore, it is expedient to probe into how such people and community can have a sustainable environment that will secure their sustenance and life in general.

Flood risk analysis is a crucial element of flood risk management which often provides maps – Flood hazard maps and Flood risk maps. Such analysis also assists in providing flood alert or flood warning if flood water level is rising.

Many times the maps generated from the analysis will show or locate places at higher levels to escape from floods or in flood rescue/flood relief operation. The analysis has been found to be of help in planning irrigation system and water management. Finally, mapping flood-prone areas in developing countries are to provide planners and disaster management institutions with a practical and cost-effective way to identify floodplains and other susceptible areas and to assess the extent of disaster impact [OAS, 1991]. It can be used in sectoral planning activities and integrated planning studies, and for damage assessment.

Embarking on flood risk analysis will help in regulating development in the floodplain; identify the areas that are exposed to flood risk and their level of severity. Then, serves as a template for evaluating streams vulnerability to flood in order to improve the social and economic well-being and sustain the livelihood of the people in general.

Many researchers have carried out flood analysis which yielded relevant results. For instance, Ologunorisa and Abawua [2005] reviewed some of the techniques of flood risk assessment. These techniques are meteorological especially those involving the rainfall data; hydrological parameters involving the use of runoff data; socioeconomic factors, and a combination of hydrometeorological parameters and socio-economic factors, and the use of Geographical Information System (GIS) tool. The study recommended the use of GIS technique for risk assessment of flooding as it is capable of integrating the geomorphological, hydrological, meteorological and socio-economic variables.

Oriola and Bolaji [2012] identified areas at risk of urban flood along Aluko river Basin in Ilorin and provided information on flood risk implications on the city dwellers. Data sets on roads, rivers, dump sites and contour lines were extracted from Ikonos Imagery and Topographical map of Ilorin. The study area was eventually classified as high, moderate and low flood risk zones, based on approved setbacks and previous flood range. Buffering, Overlay Operations, Digital Terrain Modelling, Flow Accumulation and Spatial Search were the spatial analyses carried out using ArcGIS 9.3b. The study provided information that would be of help in regulating development in a flood plain, identified the number of buildings that are exposed to flood risk and their level of severity. It also serves as a template for evaluating urban streams vulnerability to flood. Abah [2013] similarly applied Geographic Information Systems (GIS) in mapping flood risk zones in Makurdi Town. His study draws its relevance from the importance of a GIS database in tackling flood-related problems. He employed ArcView GIS package to digitize a topographic map and other relevant themes of the study area and through GIS overlay and manipulative functions, he created a Digital Elevation Model of the study area; and a classification map of flood risk zones in Makurdi town. The map generated shows that Makurdi town is susceptible to flooding, and physical development is still going on in the ‘highly susceptible’ areas. The study, therefore, recommended the need for town planners to be proactive in their duty to avoid disaster. Njoku et al. [2013] applied the concept of integrated data analysis, using GIS to determine the implications of flooding in Aba metropolis. The Digital Elevation Model developed for the area showed the variation in height as the areas ranging from 35 m–39
m, and 43 m–48 m are likely to be prone to flooding, being that runoff from the areas of higher elevations tends to concentrate on the areas of lower elevations. He, therefore, recommended that some stormwater routes should be rerouted in Aba metropolis.

The goal of this paper is to generate adequate and relevant data on the physical environment which the people have been culturally attached, analyzed them to determine the level of flood risk the people are exposed to. Such information will be relevant for planning and developing the area and ensure an enabling environment for sustainable livelihood.

THE STUDY AREA

Edu, the study area, is located between longitude 4°54'15" East and 50 31' 00" East of the Greenwich meridian and latitude 80 35' 38" North and 90 15' 00" North of the Equator (Fig. 1), It covers an area of 2,542 km². Edu is one of the sixteen Local Government Areas in Kwara State with Lafiagi as headquarter (Fig. 1). The Local Government Area has a population of 201,469 as reported in the 2006 population census. It has three administrative districts: Lafiagi, Tsaragi, and Shonga, Bello and Makinde [2007], reported that the study area has a mean annual rainfall and temperature of 300 mm and 29°C respectively. The Average Relative Humidity is about 78.6 % and this varies seasonally with the lowest reaching as low as 69.99 %. The study area is characterized by the alternate dry and wet season, the rainy season starts towards the end of March and lasts till October while dry season commences in November and ends in early March.

The study area falls within the peneplain of the river Niger trough, which stretches from Jebba to Eggan on a topography that is relatively flat, lying near the River Niger and rises to the crystalline upland in the south to an elevation of less than 150 m above sea level [Bello and Makinde, 2007]. The River Niger and its tributaries, Oyi and Oro, drain the land. An overflow of the Niger and its tributaries during rain often floods the area and on recess deposits sediments on the flood plain.

Edu LGA is dominated by Nupe speaking people, they live close to river banks and engage in agriculture as the major economic activity. Fish farming and rice cultivation are the two major activities of the people in the study area.

MATERIALS AND METHODS

Handheld Global Positioning System (GPS) was used to take the location coordinates of each sampled settlements [see Oriola and Chibuke, 2016]. These are settlements

---

Fig. 1. Map of Kwara State Showing the Study Area, Edu Local Government
that fall within the riverine area of the Local Government Area. Data acquired through the GPS were used to map the area and risk zones were demarcated.

**Geo-referencing and extraction of study area location**

The Satellite Image of Edu Local Government Area was georeferenced, and supervised classification carried out on the image identifies six (6) different land use classes: water bodies, built-up areas, cloud cover, shrubs (vegetation), unclassified and bare surfaces (see Fig. 2). The built-up areas are comprised of lands where varying degree of anthropogenic activities are being carried out and have modified the natural vegetal cover of the study area; such activities include farmlands, schools, houses, rural roads among others.

The digitized Satellite image highlighted prominent features in the area. They include locations, districts, settlements, rivers (River Niger and streams Oyi & Oro), main roads among others displayed (see Fig. 3.). The River Niger trough that stretches from Yelwa to Edogidukun presents a relatively flat topography. While Rivers Oro and Oyi, present in this area flow North-easterly to join River Niger.

**Methods of Data Analysis**

The satellite image of Edu Local Government Area was georeferenced and re-sized. The study area was then extracted using the ArcGIS Arc-toolbox. Furthermore, the Satellite Image was classified to ascertain the different land use classes in the area. Digitizing of the satellite imagery was also done to highlight prominent features such as settlements, rivers, and roads.

The elevation coordinates were used to prepare a contour, relief and slope maps as well as a 3D elevation image of the study area.
Contour Map of Edu LGA Riverine Areas was developed, using the Shuttle Radar Thematic Map (SRTM) Image obtained from Geotech Consults in Abuja.

Similarly, slope Map of the study area was created to measure the changes in surface value over distance, to ascertain the angle of curvature using the hydrological analysis tools in ArcGIS 10.1.

Surfer 8 software and 3D Analytical tool in ArcGIS 10.1 was used to develop the Digital Elevation Model.

Finally, Flood risk mapping of the study area was done using overlay, buffer and hotspot analysis tools of Arc 10.1 Spatial Analyst Software to show and identify areas liable to flood. Spatial Queries were carried out to determine the risk zones using proximal search; phenomena search (features within zones) and susceptibility analysis. The map of flood risk zones was prepared using the DEM [Abah, 2013] and proximity to water bodies. Different parts of Edu Local Government Area were mapped, and the three risk zones were demarcated and classified.

**RESULTS AND DISCUSSION**

**Determination of Flood Prone Areas**

a. Contour Map of Edu LGA: Fig. 4 presents the surface analysis of the terrain of the study area. The contours range from 30 m–330 m. The legend shows the contour lines of spots from 241–330 m as areas that are free and have no probability of flooding while the contour lines joining locations from 30–60 has the highest probability and a concentration of flood and floodable areas, followed by 61–120 m, 121–180 m, 181–240 m. A similar
result was recorded and reported by Njoku et.al, [2013] in Aba metropolis.

b. Slope Map of Edu LGA Riverine Areas: Areas of depression and those of elevation in the study area were shown on the Slope Map of Edu LGA Riverine Areas with contour map displayed in tandem. Therefore, areas that are within 0 – 2.2 degrees of the slope are low terrain while the areas of 11.76-46.57 degrees of the slope are high (Fig. 5). The nature of the slope in terms of the degree
has a direct implication on how high or low the plain is and their vulnerability to flood. Most of the communities in the study area are within the low terrain (0–2.2 and 2.21–4.03 degrees of slope), indicating that the communities are at high risk and vulnerable to flooding (Fig. 5). This observation is in line with the work of Abu and Mursheda [2013] in Sirajganj, Bangladesh where they reported downward movement of water to areas of low terrain.

c. Digital Elevation Model of Edu Riverine Areas: The Digital Elevation Model (DEM) of Edu Local Government Area presented in Fig. 6 enhances the chromatic and ophthalmic view of the study area. The result revealed that riverine areas in Edu LGA are areas of flat, featureless (peneplain) plain. The figure shows elevation in meters, with the highest point between 246–359 meters, while the point of entry into the riparian communities is between 9–90 meters and this is the hub and crux of the River Niger. The decreasing nature of the elevation of the floodplain according to [Oriola and Bolaji, 2012] has a direct implication on speed, intensity and erosive capacity of the flood water along the plain as shown in Fig. 6. Apart from Shonga district and its communities that fall within a height range of 91–142 m, other communities in the study area fall within the height range of 9–90 m. Areas around 91–142 meters may be prone to flood while areas within 143–190 meters and 191–245 meters are slightly elevated region but may also be liable to flood risk. The only safe zones in the study area are between 246–359 meters and none of the settlements selected for the study fall within this height range.

The 3D Flood Inundation Model presented in Fig. 7, reveals that when the water level is at 130 m, the whole eleven sampled communities will be submerged due to the fact that their elevations are below 110 m. It also shows that the study area is liable to flood due to its surface characteristics.

**Flood Risk Classification and Zones**

Edu LGA can be classified into three risk zones as presented in the flood risk maps (Fig. 8 and 9). The high-risk zones are areas that are likely to be inundated in a flooding event while the low-risk areas are the least liable to flood. Obviously, this could be explained by the geomorphology, slope, and steepness of the area. A further explanation could be because of the slight slope angles of the area which suggests that all fields are situated very close to water levels.

The flood risk map produced based on the elevation of the study area presented in Fig. 8
clearly shows three (3) zones with the level of risk and their proneness to disasters. All locations with height less or equal to 110 meters above sea level are considered to have a very high risk. Coincidentally, all the sampled communities fall within this elevation while the areas that fall between 110 and 196 meters are as areas of moderate flood risk and the land areas from 196 to 360 meters above sea level are considered to be in a low-risk zone. By implication, these last two zones are prone to flooding, but they are not likely to experience a severe flood that the high-risk areas are liable to experience. However, areas above 360 meters above sea level are considered safe with varying degrees of safety.
attached to them, based on their height above sea levels. Decreasing nature of the elevation of the floodplain according to Oriola and Bolaji [2012] had a direct implication on speed, intensity and erosive capacity of the flood water along the plain. This was also observed and reported by Njoku et al. [2013] in their study of the flood in low elevation areas in Aba, Nigeria.

**Proximity Analysis**

Based on proximity to water bodies, floods risk areas were also demarcated [Oriola and Chibuike, 2016] (Fig. 9). This was made possible with a buffer distance of less than 1 kilometer, 1–3 kilometers and 3–5 kilometers benchmarks. The map revealed that Yelwa, Belle, Gbere, Kusogi Chiji, Lipata fall within the High-Risk Zone; Tswako and Edogi Dukun are within the Medium Risk Zone, the low-risk zone has Fanagun, Shonga and Esun Taidi settlements (Fig. 9) as observed and reported by Oriola and Chibuike [2016]. The location of Tswako and Shonga beside Oro and Oyi Rivers respectively may increase their susceptibility despite the fact that they are considerably far from the main river (River Niger) if the plain is not properly managed and protected. Oriola and Bolaji [2012] made this observation in their study of river Aluko in Ilorin metropolis, Nigeria. In the study, they reported the high risk of residential, commercial, educational and religious buildings along the river channel in Ilorin. A similar observation was made by Abah [2013] in Makurdi where areas closest to the River Benue and characterized by very low relief (0 to 72 m), are highly susceptible to flooding.

**CONCLUSION**

This study utilized Geographic Information System to analyze flood hazard in riverine communities of Edu Local Government Area of Kwara State for a better understanding of the phenomena and proactive steps in mitigating flood hazard in such environment. The paper recommends public enlightenment on the trend in climate and weather about the flood and its implications, environmental education and then resettlement programs for the communities. When and where resettlement scheme proves difficult due to strong cultural attachment, flood prevention mechanism via engineering construction such as dykes, embankments and ditches should be adopted.
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